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1 EXECUTIVE SUMMARY 

 

The EU-SysFlex H2020 project aims at a large-scale deployment of solutions, including technical options, system 

control and novel market designs to integrate a large share of renewable electricity, increasingly variable, 

maintaining the security and reliability of the European power system. The project results will contribute to 

enhance system flexibility, resorting to both existing assets and new technologies in an integrated manner, based 

on seven European large scale demonstrators (WP 6, 7, 8 and 9). The overall objective of WP6 is the analysis and 

demonstration of the exploitation of decentralized flexibility resources connected to the distribution grid for 

system services provision to the TSOs; this objective is pursued by the means of three physical demonstrators 

located in Germany, Italy and Finland, using different assets located at complementary voltage levels (high, 

medium and low voltage) of the distribution grid. These demonstrations showcase innovative approaches in 

flexibility management targeted to support tǊŀƴǎƳƛǎǎƛƻƴ ǎȅǎǘŜƳ ƻǇŜǊŀǘƻǊǎΩ ό¢{hύ ŀƴŘ ŘƛǎǘǊƛōǳǘƛƻƴ ǎȅǎǘŜƳ 

ƻǇŜǊŀǘƻǊǎΩ ό5{hύ ƴŜŜŘǎ ŀƴŘ ǘƘŜƛǊ ǊŜƭŀǘŜŘ ǎŜǊǾƛŎŜǎΣ ƛŘŜƴǘƛŦƛŜŘ ǿƛǘƘƛƴ ǘƘŜ 9¦-SysFlex H2020 funded project. These 

approaches are followed by the means of suitable system processes which have been described in terms of 

System Use Cases (SUC) and presented in deliverable D6.1. The functionalities identified within the SUC modelling 

have been mapped into four main software tools groups, namely forecast tools (D6.2), simulation tools (D6.3), 

communication tools (D6.4) and optimisation tools (D6.5), the development of which is the main goal of Task 6.3. 

These tools are described in four corresponding deliverables: this deliverable, D6.2, is part of this set and 

addresses the methods and tools which provide forecast information and first results of these tools. 

 

Forecasting became one of the most important disciplines in the energy systems. This is mainly due to the, still 

growing, amount of volatile, weather dependent renewable energy sources (RES) like wind and photovoltaic (PV) 

plants. But also forecasts of consumers are becoming more and more important, since the regular household is 

not behaving in regular patterns like it was about 50 years ago. The whole life has become more volatile and 

consumers often becoming prosumers, meaning they also produce energy in their houses. Due to these reasons 

plannable operation became even more important. Forecasts can help grid operators and energy markets to 

schedule their actions, decide on operational strategies and take the actions required. In addition, ENTSO-E 

(European Network of Transmission System Operators for Electricity) has agreed with the European National 

Regulatory Authorities on processes called Generation and Load Data Provision Methodology (GLDPM) and 

System Operation Guideline (SO GL). In those, the determination of predicted grid states for the next 48 hours (or 

even more) and the forecasting of load and generation are key pieces of information.  

 

Within WP6 of EU-SysFlex, advanced and innovative forecast methods are applied to real-life field test 

Demonstrators in order to enable an enhanced information exchange between the distribution system operator 

(DSO) and transmission system operator (TSO) and also to enable sufficient flexibility forecasts for aggregtors. In 

this deliverable, the individual, and partly quite different, forecast approaches in the three physical 

Demonstrators are described and compared with each other. The demonstrations have one common goal, all 

three use information from forecast to make their individual operations and actions plannable and hence more 

controllable. For the Finnish demonstration, this means forecasting and optimizing the use of assets in order to 
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sell flexibilities through an aggregator to TSO ancillary services and on the other hand to the reactive power needs 

of a DSO. These assets and prosumers are located in the low and medium voltage grids and include households 

with electric heating, customer-scale batteries, office-scale battery, large-scale battery energy storage system 

(BESS) and electric vehicles charging stations to forecast and optimize the use of the assets in order to sell 

flexibilities through an aggregator to the TSO ancillary services. On the other hand, Finnish demonstrator aims for 

a technical proof of concept for a reactive power market and therefore forecast is needed by the DSO to 

determine reactive and active power flows at the conncetion point of TSO and DSO (PQ-window). The Italian and 

German demonstrators also act at the interfaces between DSOs and TSOs. The aim is to determine active (P) and 

reactive (Q) power flexibiliies at TSO-DSO interface via optimization methods. The flexibility is provided by volatile 

renewable energy sources and is therefore strongly dependent on the weather and, raising the need of energy 

forecasts for these renewable resources. All three Demonstrators use partly individual approaches but also for 

some applications have similar basic assumptions and methods.  

 

The German Demonstrator is focusing on the TSO-DSO interface between high voltage (HV) and extra high voltage 

(EHV) grids. The aim is to provide PQ-flexibility to ensure a secure, stable and efficient grid operation. In this case, 

a bottom up approach is used which forecasts energy sources from low and medium voltage grids and aggregates 

them onto high voltage (HV)/medium voltage (MV) substations. With measurements at these substations, 

residual load can be determined and be used to improve the forecasts via artificial intelligence and self learning 

algorithms. Furthermore, with machine learning approaches it is possible to forecast the consumption taking 

place at the lower voltage levels. For the latter approach, Long Short-Term Memory (LSTM) models are utilized, 

which takes advantage of historical time series. Generation is predicted via the usage of physical models and also 

historical data in combination with information about weather conditions. Both approaches result in time series 

for individual grid points (production and consumption) which are then harnessed to generate complete future 

grid states. These grid states serve as basis for optimization routines, which determines PQ-flexibility for usage in 

distribution grids themselves, but also for transmission grid operations. The predicted time span is up to 72 hours 

in this project. 

 

The Italian demonstration also deals with the TSO-DSO interface, but between HV and MV. (The grid levels 

controlled by TSO and DSO are different in Germany and Italy.)  

The aim of forecast in this case is, on the one hand estimation of current energy injection from PV plants and 

dencentral generators (DG) in order to estimate current grid states and power exchange over HV/MV substations 

(nowcast) and on the other hand, to forecast these generating units for the next 72 hours. This current and 

predicted information about generation at MV/LV and, in aggregated form, at HV/MV substations serve in 

combination with standard load profiles for consumers as basis for operational planning and optimization 

approches. The basis for this forecast approach is built by physical models in combination with weather data. In 

the project, these methods leads eventually to an enhanced observability for TSO and improved grid management 

for DSO. 
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Last but not least, in the FinƴƛǎƘ 5ŜƳƻƴǎǘǊŀǘƻǊΣ ǘƘǊŜŜ ŘƛŦŦŜǊŜƴǘ ƪƛƴŘǎ ƻŦ ŦƻǊŜŎŀǎǘǎ ŀǊŜ ƴŜŜŘŜŘ ŦƻǊ ǘƘŜ ŀƎƎǊŜƎŀǘƻǊΩǎ 

side: forecast of the electricity consumption of electrically heated houses with large hot water tanks, forecast of 

the expected flexibility of a set of public electric vehicle charging stations and forecast of customer-scale batteries 

availability to the TSO ancillary markets. In addition, one forecast is created for the DSO to determine active and 

reactive power flow at the TSO-DSO connection point. In all cases, the forecast is strongly entangled with 

optimization of the final predicted schedules. In order to reachthe goal of optimized use of flexbilities, different 

forecast approaches are used within this demonstration. Statistical analysis is, besides other techniques, used in 

the analysis and prediction of data for the determination of charging behaviour and PQ-windows. In the latter 

case, also machine learning techniques are utilized to train models (Long ShortTerm Memory, LSTM) to the data 

which then can predict such data. In order to analyse and model household electric heating consumption, physical 

based models are set up and complemented with deep neural networks (DNN) for the residuals. First results are 

promising and can resemble the expected behaviour.  

 

In all three cases first applications and results (partly on real data, partly on simulated or generic data) show, that 

the evaluated and applied approaches can fulfil the demands and requirements within the individual 

Demonstrators. In a next step, the approaches will be implemented and deployed in order to use them in the field 

test phase in EU-SysFlex. 
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2 INTRODUCTION  

 

In the electricity industry, a key challenge is to precisely balance the supply and consumption of electricity and to 

ensure the secure transmission and distribution of energy from producers to consumers via the electricity grid. In 

order to meet both requirements and to take and implement appropriate measures in time, it is necessary to 

balance the generation and consumption in advance. Consumption behaviour has been known for a very long 

time, as it shows a recurring pattern over time. In addition, wind power forecasts have been used for two 

decades, and more recently also PV power forecasts, in order to determine the use of power plants in advance via 

market mechanisms on the one hand, and to identify and eliminate congestion in the electrical grid at an early 

stage on the other.  

 

The forecasts were initially used by transmission system operators and in the electricity market sector. Due to the 

increasingly high share of renewable energies, the existing concepts have reached their limits and new solutions 

must be developed to improve the accuracy of the forecasts. Up to now, forecasts have been made without 

explicitly taking into account the network structures below the transmission grid. This approximation still works 

well, but shows its limits with most renewable energy generation taking place in the distribution grids. The 

European Regulation 2017/1485, establishing a guideline on electricity transmission system operation, therefore 

requires distribution system operators to prepare forecasts and exchange them with other network operators and 

in particular with the transmission system operators. Not only wind power forecasts and PV power forecasts play 

a role here, but also forecasts of the vertical power flows which flow between the grid levels and which include 

wind power, PV power, consumption and all other producers and consumers. These forecasts are exchanged 

between the grid operators and serve as input into forward-looking grid calculations. 

 

The primary source of uncertainty in these forecasts is the weather dependency. Therefore, weather forecasts are 

an important input variable in power forecasting. Only for very short-term forecasts with a forecast horizon of a 

few hours, direct measurements of the current performance are another input variable. In the coming years, 

other influences will play an increasingly important role in the forecasts: Interventions in the generation of 

renewable energies such as feed-in management, redispatch by renewable energies, electric vehicles, sector 

coupling, flexible consumption, battery storage and many more must be represented in forecasts. In three 

different demonstrators, various of the above-mentioned challenges will be investigated and tested. 

 

2.1 WP 6 OBJECTIVES AND RELATIONSHIPS BETWEEN TASKS 

WP6 is one of the demonstration work packages within EU-SysFlex. It consists of three Demonstrators set up in 

Germany, Italy and Finland. The main objective is to analyze and test the use of distributed flexibility resources, 

with a focus on enabling provision of system services from resources connected to the distribution grids in 

accordance with the requirements of DSOs and TSOs. Two main requirements are:  

1. DSO and TSO need to follow the current policies for the decarbonization of the energy systems in 

integrating large amount of renreable energy sources (RES) in their grid structures. 

2. The DSOs must ensure the security and resilience of their networks.  
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For this, the DSOs need besides an adequate amount of "freedom" in the operation of their networks also a 

reasonable operational planning horizon in order to avoid overloads and restrictions in advance. This can be 

currently "superimposed" in certain operating conditions by requirements of TSOs, which have to take care about 

the problems in their grids like frequency stability or reverse power flows caused by the increase penetration of 

RES. These partly contradictory requirements can be met by an improved cooperation between TSOs and DSOs 

ǳǎƛƴƎ w9{Ωǎ ŀŎǘƛǾŜ ŀƴŘ ǊŜŀŎǘƛǾŜ ǇƻǿŜǊ ŦƭŜȄƛōƛƭƛǘƛŜǎΦ With this said, three sub-objectives can be identified for WP6: 

- Improve TSO-DSO coordination; 

- Provide ancillary services to TSOs from distribution system flexibilities; 

- Investigate how these flexibilities could meet the needs of both TSOs and DSOs. 

 

Besides this, the decisions made by the DSO needs to be made on a plannable basis. Since Wind and PV feed-in 

cannot be scheduled like conventional power plants, forecast methods are required in order to enable the grid 

operators to archive the above objectives. Furthermore, the consumption also needs improved forecasting due to 

its significant influence on grid states, especially when electric vehilcles rise even more in number. The latter and 

possible distributed storage in households can also help reaching the above goals. 

WP6 addresses these objectives through five interlinked tasks. Task 6.1 refers to the required coordination of the 

work package. Task 6.2 focuses on the definition of System Use Cases (SUC) based on the Business Use Cases 

(BUC) coming from WP 3. Within Task 6.3, systems and tools are being developed in order to set up the SUC. In 

Task 6.4, field tests are carried out in the three demonstrators. In addition, the results of these field tests will be 

analyzed and common conclusions will be drawn in Task 6.5. A schematic overview of all the relationships 

described above is depicted in Figure 1. 
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FIGURE 1 ς WP6 OVERVIEW AND RELATIONSHIPS WITHIN TASKS 

The activities and achievements of each Task, and of the whole Work Package itself, will be presented through a 

comprehensive set of Deliverables. In the following, they are shortly described, divided by Task: 

- ¢ŀǎƪ сΦн ά5ŜŦƛƴƛǘƛƻƴ ƻŦ {ȅǎǘŜƳ ¦ǎŜ /ŀǎŜǎέΥ 

ω Deliverable 6.1 ά5ŜƳƻƴǎǘǊŀǘƻǊǎ ¦ǎŜ /ŀǎŜǎ ŘŜǎŎǊƛǇǘƛƻƴέ ǇǊŜǎŜƴǘǎ ǘƘŜ άǘǊŀƴǎƭŀǘƛƻƴέ ƻŦ .ǳǎƛƴŜǎǎ ¦ǎŜ 

Cases from WP3 into System Use Cases 

- ¢ŀǎƪ сΦо ά5ŜǾŜƭƻǇƳŜƴǘ ƻŦ ǎȅǎǘŜƳǎ ŀƴŘ ǘƻƻƭǎέΥ 

ω Deliverable 6.2 άCƻǊŜŎŀǎǘΥ 5ŀǘŀΣ aŜǘƘƻŘǎ ŀƴŘ tǊƻŎŜǎǎƛƴƎΦ ! ŎƻƳƳƻƴ ŘŜǎŎǊƛǇǘƛƻƴέ presents the 

description of requirements of the DSO/TSO interface, in order to harmonize the data formats and 

models for all the trials; 

ω Deliverable 6.3 άDǊƛŘ ǎƛƳǳƭŀǘƛƻƴǎ ŀƴŘ ǎƛƳǳƭŀǘƛƻƴ ǘƻƻƭǎέ presents the first results about network 

models and simulations from the demonstrators; 

ω Deliverable 6.4 άDŜƴŜǊŀƭ ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ ǘƘŜ ǳǎŜŘ Řŀǘŀ ŀǎ ŀ ōŀǎƛǎ ŦƻǊ ŀ ƎŜƴŜǊŀƭ Řŀǘŀ ǇǊƛƴŎƛǇƭŜέ presents 

the description of communication interfaces between the actors involved in the demonstrators; 

ω Deliverable 6.5 άhǇǘƛƳƛȊŀǘƛƻƴ ǘƻƻƭǎ ŀƴŘ ŦƛǊǎǘ ŀǇǇƭƛŎŀǘƛƻƴǎ ƛƴ ǎƛƳǳƭŀǘŜŘ ŜƴǾƛǊƻƴƳŜƴǘǎέ presents the 

description of the optimization tools and the range of flexibilities used in the demonstrators; 

- ¢ŀǎƪ сΦп ά5ŜƳƻƴǎǘǊŀǘƻǊǎκŦƛŜƭŘ ǘŜǎǘǎέΥ 
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ω Deliverable 6.6 ά5ŜƳƻƴǎǘǊŀǘƻǊǎ ŦƻǊ ŦƭŜȄƛōƛƭƛǘȅ ǇǊƻǾƛǎƛƻƴ ŦǊƻƳ ŘŜŎŜƴǘǊŀƭƛȊŜŘ ǊŜǎƻǳǊŎŜǎΣ ŎƻƳƳƻƴ ǾƛŜǿέ 

presents the deployment plan, including technical specifications, procurement procedures for 

technical equipment, timeline for installations, and monitoring procedures; 

ω Deliverable 6.7 άDŜǊƳŀƴ ŘŜƳƻƴǎǘǊŀǘƻǊ - DǊƛŘ ƴƻŘŜ ōŀǎŜŘ ƻǇǘƛƳƛȊŀǘƛƻƴέ presents the information 

about the German demonstrator results, including the description of the working framework; 

ω Deliverable 6.8 άLǘŀƭƛŀƴ ŘŜƳƻƴǎǘǊŀǘƻǊ - 5{h ǎǳǇǇƻǊǘ ǘƻ ǘƘŜ ǘǊŀƴǎƳƛǎǎƛƻƴ ƴŜǘǿƻǊƪ ƻǇŜǊŀǘƛƻƴǎέ presents 

the information about the Italian demonstrator results, including the description of the working 

framework; 

ω Deliverable 6.9 άCƛƴƴƛǎƘ ŘŜƳƻƴǎǘǊŀǘƻǊ ς Market based integration of distributed resources in the 

ǘǊŀƴǎƳƛǎǎƛƻƴ ǎȅǎǘŜƳ ƻǇŜǊŀǘƛƻƴǎέ presents the information about the Finnish demonstrator results, 

including the description of the working framework; 

- ¢ŀǎƪ сΦр ά/ƻƳƳƻƴ Ǿƛǎƛƻƴ ŀƴŘ ŎƻƴŎƭǳǎƛƻƴέΥ 

ω 5ŜƭƛǾŜǊŀōƭŜ сΦмл άhǇǇƻǊǘǳƴƛǘƛŜǎ ŀǊƛǎƛƴƎ ŦǊƻƳ ǘƘŜ ŘŜŎŜƴǘǊŀƭƛȊŜŘ ŦƭŜȄƛōƛƭƛǘȅ ǊŜǎƻǳǊŎŜǎ ǘƻ ǎŜǊǾŜ ǘƘŜ ƴŜŜŘǎ 

ƻŦ ǘƘŜ ¢{hǎΦ wŜǎǳƭǘǎ ŦǊƻƳ ǘƘŜ ŘŜƳƻƴǎǘǊŀǘƻǊǎέ ǇǊŜǎŜƴǘǎ ŎƻƳƳƻƴ ŎƻƴŎƭǳǎƛons and recommendations 

ŦǊƻƳ ǘƘŜ ŘŜƳƻƴǎǘǊŀǘƻǊǎΩ ŀŎǘƛǾƛǘƛŜǎΣ ƛƴ ƻǊŘŜǊ ǘƻ ŎƻƴǘǊƛōǳǘŜ ǘƻ ǘƘŜ ²t ƻōƧŜŎǘƛǾŜǎ ŀƴŘ ƻǾŜǊŀƭƭ tǊƻƧŜŎǘ 

results. 

 

The current deliverable D6.2 άCƻǊŜŎŀǎǘΥ 5ŀǘŀΣ aŜǘƘƻŘǎ ŀƴŘ tǊƻŎŜǎǎƛƴƎΦ ! ŎƻƳƳƻƴ ŘŜǎŎǊƛǇǘƛƻƴέ is part of Task 6.3 

ά5Ŝvelopmeƴǘ ƻŦ ǎȅǎǘŜƳǎ ŀƴŘ ǘƻƻƭǎέΦ The scope of this task is to develop the algorithms and the software tools, 

which embed the innovative functionalities and the corresponding requirements defined in the System Use Cases, 

presented in Deliverable 6.1. Task 6.3 deals with four groups of tools, divided by the type of application (forecast, 

simulation, communication and optimization). They are presented and described in four corresponding 

Deliverables (D6.2 to D6.5). This group of tools will be integrated in the demonstrator set-ups in order to carry out 

the field tests, which are the scope of Task 6.4 and will be described in a dedicated set of deliverables (D6.7, D6.8 

and D6.9 respectively). This Deliverable (D6.2) deals with the description of the developed and applied forecast 

techniques. These forecast approaches utilize a variety of mathematical and physical model descriptions, ranging 

from statistical analysis over usage of artificial intelligence approaches, to purely mathematical approaches. In 

this deliverable, the applied methods will be described and first (simulated) results are presented.  

 

2.2 SCOPE AND OBJECTIVE OF THIS DELIVERABLE 

 

The objective of this deliverable is to get a comprehensive overview of the different forecasts developed within 

the German, Italian and Finnish demonstrator. Therefore, the different forecast systems and their concepts are 

described including the corresponding input data, the algorithm and modelling as well as the realization of these 

forecast systems. In order to be able to classify the forecasts correctly, the need and the innovation of forecasts 

are introduced. To complement this, the forecasts and their qualities are analysed and evaluated.  
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German demonstration 

In the German Demonstrator, the provision of active and reactive power at DSO high-voltage grid-level to the TSO 

at extra-high-voltage transmission grid in the form of P-Q flexibility ranges and maps is beeing determined via 

optimization. These flexibility ranges and maps are based on the current state of the electrical network. This 

planning is to be continued into the near future for a schedule based process, e.g. the next hours, for which 

forecasts for the generators and loads in the high voltage grid as well as the underlying medium-voltage grid are 

required. Therefore, forecast based on the voltage level below the high voltage level, i.e. medium voltage level, 

are included in order to forecast the vertical power flow going into the high voltage level. This advanced 

forecasting routine is being set up within the German demonstrator.  

 

The forecast is especially important for the next few hours in terms of optimization. Therefore, the forecast 

quality and accuracy must be very high for this time range in particular. In the German demonstrator, only 

measurements at the interface between the medium-voltage grid and the high voltage grid are available. These 

measurements are an aggregation of all generators. However, the prediction is made for the individual grid 

stations in the medium-voltage grid, broken down by the various generators and loads. In order to provide a high 

quality forecast for the next hours, direct measurements at the generators and loads are required. As these are 

not available, it is to be investigated whether a similarly good forecast can be made using other approaches, in 

which the existing measurements are integrated. 

 

Italian demonstration 

This demonstration set-up is applied in a portion of the Italian medium voltage distribution network; its main 

scope is to exploit the controllable assets connected to distribution network for supporting ancillary service 

provision to the TSO. Its goal is to demonstrate that the already connected DERs plus some dedicated assets 

(BESS, STATCOM) may be managed and optimised locally by the DSO in order to provide suitable P-Q flexibility 

range for TSO at primary substation. This goal is pursued through the provision of aggregated reactive power 

capability and a cumulative parametric curve (energy/cost) for active power. The concept of the aggregation of 

flexible resources at distribution level is a substantial innovation for the Italian national scenario. The aim of 

simulations is to estimate how much flexibility could be achieved for different scenarios and to assess, which 

range of flexibility could be actually exploited without violating the distribution network constraints, i.e. 

guaranteeing safe and efficient operations of the distribution network. 

 

This demonstration will be accomplished by using a forecast instrument developed directly by e-distribuzione and 

integrated with Central and Local SCADAs. This instrument is useful to support the monitoring and control of 

distribution network to plan the activities (work, optimal schemes etc) and, consequently, act on the grid for 

operating it. Considering that it also exploits weather forecast data for state estimation scopes, it is useful to 

satisfy also the EU-SysFlex obectives in managing flexibilities owned by the DSO and involved in the project in 

addition to RES. 
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Finnish demonstration 

The Finnish demonstrator deals with aggregator activities related to flexible resources in medium and low voltage 

networks. Its main scope is to manage the flexible resources, in order to allow them to be exploited in the TSO 

ancillary service market and for reactive power services to the DSO. Its goal is to increase the revenues and value 

achievable from the operations of flexible assets and it is pursued through innovative aggregation approaches and 

a novel reactive power market concept. The forecasting in the Finnish demonstration is divided in four different 

forecasts, one forecast for the DSO (Helen Electricity Network) and three forecasts for the aggregator (Helen, 

energy company in Finland). The main purpose of the forecasts for an aggregator is to forecast the available 

flexiblility from the assets to the TSO ancillary services. The forecasts presented in this deliverable are created by 

VTT, Technical Research Centre of Finland, and are based on information and historical data at Helen or at Helen 

DSO as well on open data sources, such as solar radiation and outdoor temperatures.  

 

The forecast for a DSO: 

¶ PQ-window compliance forecasting tool: The research question that the tool is targeted to answer is how 

much reactive power services the DSO should procure from the market in order to minimize the costs 

charged by the TSO when the exchanges between the distribution and transmission networks are out of 

bounds. The created forecast is used in the technical proof of concept of a reactive power market. 

 

The forecasts for an aggregator: 

¶ Forecast for households with electric storage heating that can be controlled through their Automatic 

Meter Reading (AMR) systems: This tool forecasts the heating needs throughout the day, but can also 

predict how the heating system will react to changes and commands resulting from the operation of the 

AMR-connected switches. 

¶ Flexibility forecast of electric vehicle (EV) charging stations: The forecast is intended to give an estimate of 

how much capacity can be made available for specific markets. In this case, the target markets are the 

frequency containment reserves (FCR) markets. 

¶ Forecast of customer-scale batteries availability to flexibility markets: This tool forecasts the State of 

Charge (SOC) of batteries installed in individual households 

 

The scopes and goals described above, even if specifically focused to the needs of each demonstration, are 

ŀƭƛƎƴŜŘ ǿƛǘƘ ǘƘŜ ƻǾŜǊŀƭƭ ƻōƧŜŎǘƛǾŜ ƻŦ ǘƘŜ ²tсΣ ƛΦŜΦ άŀƴŀƭȅǎŜ ǘƘŜ ƻǇǇƻǊǘǳƴƛǘƛŜǎ ŀǊƛǎƛƴƎ ŦǊƻƳ ŘŜŎŜƴǘǊŀƭƛsed flexibility 

resources connected to the ŘƛǎǘǊƛōǳǘƛƻƴ ƎǊƛŘ ǘƻ ǎŜǊǾŜ ǘƘŜ ƴŜŜŘǎ ƻŦ ǘƘŜ ƻǾŜǊŀƭƭ ǇƻǿŜǊ ǎȅǎǘŜƳέΦ Forecast tools and 

approaches described so far represent a part of the whole demonstrations set-ups, so they may not completely 

fulfil the WP6 objectives solely on their own, since the demonstrations activities in their entirety are targeted to 

that. Besides this, it is clear from the above descriptions that the utilization and application of forecast itself and 

further applications of it support the Work Package objectives described in section 2.1, here reported again for 

clarity: 

¶ Improvement of TSO-DSO coordination 

¶ Provision of ancillary services to TSOs from flexibilities in the distribution system. 



 FORECAST: DATA, METHODS AND PROCESSING. A COMMON DESCRIPTION 
DELIVERABLE: D6.2 

 19 | 124  

¶ Demonstrating how flexibilities in the distribution grid can be used to meet the requirements of both DSO and 

TSO. 
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2.3 STRUCTURE OF THIS DELIVERABLE 

 

This deliverable is meant to be comprehensible and self-contained in content but, since it is part of the set of 

deliverables in Task 6.3, it must be always considered as one part of a larger series. 

The document structure is as follows: 

¶ Chapter 3, 4 and 5 describe the individual approaches, realizations and first results of forecast within the 

three different demonstrators from the three participating countries; 

¶ Chapter 6 outlines a comparison and overview of the afore presented forecast methods; 

¶ Chapter 7, as a conclusive chapter, provides a summary and an outlook with ongoing research and open 

questions. 
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3 FORECASTING OF GENERATION AND LOAD FOR THE GERMAN DEMONSTRATOR 
 
3.1 INTRODUCTION 

 

In the German demonstator an optimization of the electrical grid regarding active and reactive power as well as 

congestions is carried out by the DSO in the high voltage distribution grid. One component of this optimization is 

the generation and residual load forecast aggregated to individual power transformers at high and medium 

voltage level, which are performed for both intra-day and day-ahead forecasts. Therefore, a forecast tool is set 

up, which should meet the new requirements of a vertical power flow forecast with a high spatial and temporal 

resolution. Vertical power flow is defined as the power flow between grids with different voltage level. 

 

So far in Germany, forecasts for wind and PV generation have usually been made for complete DSO and TSO 

regions or, on the contrary, for individual power plants. Having an increasing focus on the local power grid, with 

the goal of optimizing grid operations, the assumption of a copperplate for connecting wind and PV plants is no 

longer valid. It is now a matter of individual cable strands connecting renewable energies to the transformer 

stations to optimize the power flow with regard of congestions and reactive power deficits. In order to be able to 

estimate these optimizations for the next hours and days, local forecasts for the renewables are needed at the 

MV/HV substations. 

 

On the DSO level, the focus lies in the feed-in from medium to high voltage level and depends on the detail level 

of the transformer station, the transformers or the busbar. Additionally, at those points, a greater mix of 

productioner and consumption will occur, which can be summarized as a vertical power flow. 

Forecasting the feed-in of renewable energies is not enough anymore. The production of the other resources and 

the consumption ofloads need to be forecasted too. This forecasting is done for every renewable energy type 

separately and give a consistent sum at the end. 

Some of the generators are connected to the medium-voltage grid, the low-voltage grid or feed directly into the 

high-voltage grid. The simplest case is the high-voltage grid, where renewable energies are directly connected to 

the transformer stations. Feeding into the medium-voltage grid is more complicated, since the configuration of 

the grid may change at irregular intervals due to changes in the switching state of the grid, which must be taken 

into account by the forecast algorithm. 

The actual forecast must be made at the medium and low voltage levels, where the generators are located and 

then summed up, depending on the switching state of the grid, to provide the forecast at the high voltage level. 

 

3.1.1 NEED FOR A FORECAST 

 

In order to establish schedule based active and reactive power management for congestion management and 

voltage control for transmission and distribution grid, it is imperative to predict future load flows in distribution 

grid. In Germany DSOs operate HV, MV and LV grids. Therefore, a high-quality forecast for the next few hours of 

infeed and load at grid connections in HV and aggregated at HV/MV substations are necessary to predict future 
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grid states. The german demonstration processes these forecasts together with other grid data to optimise power 

flow in future grid states. 

 

3.1.2 INNOVATION OF THE FORECAST COMPARED TO EXISTING ONES 

 

There are existing forecasting systems on the market that forecast the feed-in of vertical loads and renewable 

energies. These often do not take into account the existing grid condition of the medium and low-voltage grids 

situated below the high-voltage level. In this project, these structures are mapped in a high level of detail in the 

forecasting system. 

 

Due to the lack of measurements in the medium and low voltage grid, a short-term forecast is often not possible. 

A new forecasting approach is therefore to be applied in the project, which allows a short-term forecast to be 

made that is adjusted every quarter of an hour to the prevailing conditions. 

 

3.2 DESCRIPTION OF THE FORECASTING PROCESS 

 

This chapter provides an overview of the forecasting system. First the concept of the system is introduced. This 

includes a detailed description of what exactly is predicted and how it is done.  

Then the underlying input data is described, followed by the description of the used algorithms and at the end the 

technical realization takes place. The realization is divided into two steps. The first step defined in this deliverable 

consideres the implementation of the baseline model which will be extended in the expansion stage in a second 

step. The results from the expansion stage and the according implementation steps will then be discussed in 

deliverable D6.7 'German demonstrator - Grid node based optimization'.  

 

3.2.1 CONCEPT OF THE FORECASTING SYSTEM 

 

The optimisation of the grid state is carried out in the high-voltage grid, but the generators themselves are 

located in the medium and low voltage grid and feed into the high voltage grid from there. For this reason, the 

vertical power flow on the busbars of the substations are forecasted at the transition from medium to high 

voltage. 

The vertical power flow is decomposed in order to include the influence of the individual renewable energies. 

Thedecomposition is divided into wind, PV and the residual load, which includes traditional power plants, loads 

and due to the uniform energy supply: biogas power plants. The active power is forecasted for these components 

separately, while the reactive power is forecasted for the complete vertical load. A schema of the forecast point 

and decomposition with the related energy sources in the medium and low voltage grid is shown in Figure 2. 
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FIGURE 2 - SCHEMA OF THE FORECAST POINT AND THE RELATED ENERGY SOURCES IN THE MEDIUM AND LOW VOLTAGE GRID  

 

In Figure 3 the different time contraints are described. The maximal lead time is 48 hours in advance in the 

baseline model and will be extended to 72 hours in the expansion stage. According to the temporal resolution of 

the electrical grid the time step will be 15 minutes. At initial time the calculation of the forecast begins, which 

includes values which are valid at each forecast horizon within the interval from zero to the maximum lead time. 

After the calculation of the forecast is completed, the forecast is delivered with a certain delay at 'wall clock time'. 

The forecast is updated every 15 minutes to create an intraday forecast (update cycle). This prediction 

incorporates current measurements into the process in order to determine near points in time more accurately. 

In the baseline system this is only done for the vertical loads, in the expansion stage the wind and PV forecasts 

also use this data. 

 

 
FIGURE 3: SCHEDULE OF THE FORECAST 

 

The forecasting system is based on several numerical weather models: The Cosmo-D2 and the ICON-EU model of 

the German Weather Service (DWD) and the IFS model of the European Centre for Medium-Range Weather 
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Forecasts (ECMWF). From the Cosmo-D2 and the ICON-EU model the deterministic variant is used as well as the 

ensemble version of the models (Cosmo-D2 EPS, ICON-EU EPS), which allows the probabilistic forecast. 

In addition to the weather forecasts, the measurements of the current grid status are included, as already 

mentioned above. However, these are only available at the transformers from medium to high voltage and not 

directly at the busbar where the points, to be forecasted, are located.  

 

3.2.2 INITIAL DATA: MEASUREMENTS, WEATHER FORECASTS AND META DATA 

 

The forecasting system is based on forecasts of the weather models Cosmo-D2 (EPS), ICON-EU (EPS) from German 

Weather Service and IFS from European Centre for Medium-Range Weather Forecasts.  

The Cosmo-D2 model was chosen, especially for the intraday forecast, because of its update cycle of three hours, 

the high spatial resolution of 2.2 km and the close time delivery, i.e. the delay of delivery, which is only 1.5 hours. 

The disadvantage of the model lies in the low maximum lead time of 27 hours for each model run. Only the 3 

o'clock run has an extended lead time of 45 hours. This is just about the limit of the required 48 hours prediction 

time required for the baseline version (so that the next day can be completely covered). 

In order to soften this limit, the ICON-EU model is to be added to the forecast process in the expansion stage. This 

model offers a maximum lead time of 120h hours at a spatial resolution of 6.5km across Europe. 

Since each wind or PV generator is to be predicted individually, the high spatial resolution of the Cosmo-D2 model 

should contribute to better reproduce spatial effects in the forecast. 

The IFS forecast model is added to the list, as it is among the best European weather models in terms of forecast 

quality. The spatial resolution of 9km together with the temporal resolution, a time step of three hours, is rather 

low. However, this is compensated by the good forecast skills. 

For the wind power prediction, the wind speeds and the wind directions for several heights up to about 120m 

above ground are used as parameters from the weather models. These heigths are chosen so that they cover 

most hub heights of the installed wind turbines. In addition, the temperature at the wind levels and the air 

pressure are considered in an experimental status in order to include the effects of air density on the power 

characteristics of the wind turbines. The PV forecast uses direct and diffuse radiation from the weather models as 

parameters. In the second version of the forecast system, measurements of power at the MV/HV points will be 

included from wind farms/ PV plants, which are directly connected to the power stations. All measurements at 

the MV/HV points are 5 minutes snapshots and after 15 minutes a mean value is calculated which then is used as 

input.  

The residual load forecast for the active power P is based on the forecast of the wind and PV power together with 

the vertical power flow measurements at the MV/HV stations and general weather forecasts (pressure, 

temperature, wind). For the typical load profiles, information such as the hour of the day and the position of the 

sun are also included. For the reactive power a forecast is created based on the same input, only that the wind 

and PV power forecasts are not included.  

The meta data contain among other things information about the EEG energy source at either the substation or 

the underlying local grid stations with according coordinates, the summerized installed capacity at the station and 

the plant type and key at the local grid stations. All these infoamrtion are connected to the so called prediction 
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point which is either a transformer or a busbar for which the forecast is then calculated. Additional information 

includes which one of two transformers at one station is used and also if the grid station is operated in ring 

operation or not. This meta data is delivered regularly every few days as a table extract from a database of 

Mitnetz. 

 

3.2.3 ALGORITHMS AND MODELLING 

 

When setting up a forecasting system, it is possible to choose either statistical or physical approaches for the 

individual models to predict generation and consumption. Here, as a limitation, the historical measurements used 

for the training of the models only contain the sum signal of all the individual generators/loads connected tothe 

transformer. Therefore, the forecast issplittedin a part forecasting wind and PV and a part forecasting the residual 

loads, which contain the loads and other power sources and apply two different types of models, the physical and 

the statistical approaches which are described below. 

 

PHYSICAL APPROACH FOR THE WIND AND PV POWER FORECASTS 

For the wind and PV forecast a physical approach was chosen. With this physical approach, a first guess forecast 

for the historical time span can be created. This is then subtracted from the data measured at the transformer 

station and the resulting power time series is used for training the residual model, which is then based on 

machine learning procedures. 

The physical model for the wind and PV forecast is based on the approach of the Physical Grid Model (PGM), 

introduced in context of the research project Fritz et al. (2017). It is used here in a slightly modified variant: 

The wind power and PV forecast is first calculated on the grid points of the weather model and output as a 

normalized value.  

 

 
FIGURE 4 - SCHEMATIC REPRESENTATION OF THE PV FORECAST MODEL 
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Then the grid is interpolated to the actual power plants and scaled with the nominal power of the generators. 

The conversion of wind speed into power or irradiation into power is therefore carried out with universal models, 

i.e. for wind the universal power curve from the Tradewind project McLean (2008) is taken as a first approach and 

the PV model uses the SPS from the Fraunhofer IEE described in Saint-Drenan et al. (2015) and schematically 

shown in Figure 4. 

 

The normalized power values on the grid points have to be interpolated on the single plants. This is done with 

radial basis functions, which allows later an additional selective spatial weighting, depending for example on the 

local orography or special weather situations. In the basic version of the forecast, the interpolation is set to a 

symmetrical radial basis function covering 2x2 gridpoints. 

Of the wind turbines and PV panels, only the rated power is known in addition to the location. Therefore, the 

PGM has been extended to handle combinations of different parameterizations. For wind these would be 

scenarios for different hub heights and for solar different orientations of the modules. These scenarios are then 

combined according to local wind and PV plant statistics, as seen in Figure 5 for the model chain wind as an 

example. 

 
FIGURE 5 - FORECAST CHAIN OF THE WIND POWER FORECAST 

 

Beneath the deterministic part, a probability forecast for wind and PV will be included in the expansion stage. This 

is based on the Cosmo-D2 EPS Ensemble weather model. Here often the spread of the different members 

(weather predictions) in the weather ensembles is not sufficient for the power forecast. Therefore, it will be 

calibrated with historical data at transformer stations, where either only wind or PV feed-in takes place. The 

results are then transferred to the other grid nodes in the nearby region.  
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In order to include the measurements in the short term forecasts, a new method based on ensemble forecasts is 

developed. Therefore, measurements at transformer station with only wind or PV feed-in should be used to 

weight the ensemble member according to the best fitting member for the last hours. These weights are than 

used to create deterministic short time forecasts based on the weighted ensembles for the surrounding wind and 

PV plants. Thus, measurements of the last hours are used to create a local improved forecast for the region. 

After interpolation on the coordinates of the plants, the summation of all producer at each transformer is 

calculated with a matrix, based on meta data, provided by the DSO, which includes the relationship between 

power producers and busbars. In the special event of ring circuits, when a producer is assigned to two 

transformers, the matrix contains a weighting for both transformers based on the impedance of the power lines. 

Based on this wind and PV forecast a first guess forecast for the historical data is calculated for each transformer 

station. By substracting the shortest forecast of these wind and PV forecasts from the historical measurements at 

the transformer, the residual load is calculated and used to train the model. 

 
FIGURE 6 - TRAINING STEP OF THE LSTM ARTIFICIAL NETWORK 

 

 

STATISTICAL APPROACH FOR THE RESIDUAL LOAD FORECASTS 

For the residual load forecast, shown in Figure 6 and Figure 7, the Long Short-Term Memory (LSTM) [Hochreiter 

and Schmidhuber (1997)] as machine learning algorithm model is chosen, which is a special type of (recurrent) 

neural networks for the basic system. Recurrent neural networks [Rumelhart et al. (1986)] remember their past 

and are normally used for time series modelling. 
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FIGURE 7 - LSTM IN OPERATIONAL MODE 

 

Depending on the availability of input data three different cases are distinguished for the residual load forecast. 

The first one is the combination of two inputs, the weather forecasts on the one hand and on the other hand the 

last 24 hour measurements of the vertical power flow. Both other two strategies with just the weather forecasts 

or just the measurements as input can be used as a fall back or redundancy strategy, if either the weather 

forecasts or the measurements are not available. But for the baseline only the first approach is used, since only 

the models for this approach are already trained. If here some of the measurements are not available during the 

last 24 hours, first of all an interpolation method is chosen to keep the process running. For a deep neural 

network (DNN) the input data is usually separated into several batches which is done with a generator function. 

The used DNN model architecture can be seen in Figure 8. At the beginning, there are two input layers which 

describes the vertical power flow and the residual load respectively (input_1) on the one hand the weather 

forecasts (input_2). After the LSTM layers which use recurrent dropout and are concatenated with both inputs, 

two fully connected layers are used with a pending dropout layer. The usage of recurrent dropout and the 

additional dropout layer are used in order to prevent overfitting. And at last a fully connected output layer is 

used. 
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FIGURE 8 - LSTM MODEL ARCHITECTURE 

 

As activation function the Leaky Rectified Linear Unit 'LeakyReLU' for the LSTM layer is applied which suited best 

the range of the input data and for the densely connected layers 'ReLU' (Rectified Linear Unit) is used.  

For the optimization the 'Adam' optimizer with the loss metric of the mean absolute error (MAE) is used. For 

these hyper parameters some values are chosen partly from the paper 'LSTM: A Search Space Odyssey' [Greff et 

al. (2017)] and partly from experiences gained in different experiments connected to other projects. The results 

are additionally compared and verified with a hyper parameter optimization with an Automated Machine 

Learning (AutoML) approach investigated by Salz in the master theses 'Hyperparameter Tuning mit AutoML für 

Zeitreihenprognosen im Energiesektor' [Salz (2020)]. There it could be shown that the used hyper parameter 

areleadingareleading to similar results than the results from the AutoML approach.  

 

There are still other ongoing investigations in several master thesis which deal with an AutoML architecture 

search to find the best model architecture which is an add-on to the hyper parameter optimization with AutoML 

and also with transfer learning. The transfer learning approach [Pan and Yang (2010)] is set-up, which should deal 

with the extreme changes in the characteristics of the transformer behaviour due to e.g. dynamic grid topologies, 

changes in the installed assets and maintenance at the transformers itself. This approach considers the influences 

of the horizontal power flow between several related transformers. The results from these master thesis should 

complete the model in combination with a regular update process in order to facilitate the modification of the 

grid topologies.  
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In the update process the previous trained model is retrained assuming that new measurements are available at 

least on a daily basis. This update process is generated every day to capture the most recent changes.  

 

All these approaches are still investigated and it is not yet sure, if they will be added in the expansion stage to the 

baseline method for the demonstrator. 

 

3.2.4 REALIZATION OF THE FORECAST SYSTEM 

 

According to the functional splitting of the forecasts the realization will also be done in two separate software 

systems: one System for the wind and PV forecast, another for the residual loads. 

First have a look at the data flows: In the operational model, the systems get meta data about the producers and 

the state of the grid for the mapping of the producer to transformer in regular base every few days as table dump 

from a database. This has to be processed to create current assignment matrices, as well as saved with change 

time to get a history for a later improvement of the models. The processing is done in a relational database with 

an additional toolbox for archiving the historical changes. The size of the meta data is limited and can be 

processed in under 30 seconds, which goes well with the schedule, because it can be processed in parallel to the 

main forecast processing. 

A second data flow delivers the actual state of the grid concerning vertical loads at the medium/high voltage 

transformers as file in CIM format, which are needed for the intraday forecast. These CIM structured files have to 

be parsed to the systems. Originally the processing time was over 10 minutes, but could be reduced to half a 

minute to a minute (depending on file size) by using external libraries. This is still a relevant time factor and has to 

be considered. 
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FIGURE 9: DATA FLOW BETWEEN DSO AND THE TWO FORECAST SYSTEMS (EXTERNAL DATA FROM THE WEATHER SERVICES IS NOT 

INCLUDED) 

 

The actual wind/PV forecast is then calculated under MATLAB with the forecast framework ForEx (Forecast 

Experiments) of the Fraunhofer IEE. For the German demonstrator the forecast has to be done for 549 wind farms 

and 7364 solar plants. wŜƎŀǊŘƛƴƎ ǘƘŜ ŘŜƳƻƴǎǘǊŀǘƻǊΩǎ ǇǊƻŎŜǎǎ ǊŜǉǳƛǊŜƳŜƴǘǎ ǘhe calculation time should not 

exceed two minutes. Therefore, processing is distributed among individual modules that are permanently 

available in the memory to avoid start-up times of the forecast. The orchestration is done by a central scheduler. 

In this way the calculation time could be reduced drastically to fulfil the requirements of being faster than two 

minutes. 

Once the wind/PV forecast has been completed, it is transferred to Mitnetz(DSO) and to the load forecast system 

in parallel which is shown in Figure 9. This is done to the DSO internally via ftps due to security reasons. 

The prediction is then used to determine the residual from the measured power at the transformer, so that the 

residual load model can use it as an input. The load forecast is set up under Python. After completing this 

forecast, it will also be transferred to Mitnetz, where the optimization process is then started. 

 

3.3 FORECASTING RESULTS 

 

Since the realization of the forecast into the demonstrator is still in progress and will be discussed in the 

deliverable D6.7, results are only presented for the vertical power flow forecast as a pre step of the residual load 

forecast. This means that we do not differentiate between generation and load yet, but use the measurements at 

the MV/HV stations to train the LSTM based models. The data preparation, usage and the evaluation of these 

models are following the same steps as for the residual load forecast models except that for this the wind and PV 




























































































































































































