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EXECUTIVE SUMMARY 

As an output of Task 5.3 within the EU-SysFlex project, this deliverable report describes άōig dataέ1 considerations 

and solutions for flexible energy systems. Task 5.3 is a forward-looking innovation task addressing particular big 

data needs and requests of several EU-SysFlex work packages. There are relevant links of conducted studies to 

ongoing activities within coordination of flexibilities connected to distribution, coordination of centralised and 

decentralised flexibilities, cross-border and cross-sectoral data management WPs. The work of Task 5.3 seeks to 

facilitate quick and safe operation in an increasingly decentralised situation with numerous stakeholders, with the 

needs of managing data in very close to real-time.  

Task 5.3 brought on board and started an active dialogue between TSOs, DSOs, technology providers, consultants, 

aggregators and researchers, resulting in several case studies aligned with the EU-SysFlex demonstration goals. To 

ŦǳƭŦƛƭ ŀƳōƛǘƛƻƴǎ ŀƴŘ ǘƘŜ ƴŜŜŘǎ ƻŦ ǘƻƳƻǊǊƻǿΩǎ ŦƭŜȄƛōƭŜ ŜƴŜǊƎȅ ǎȅǎǘŜƳΣ ŀƭƭ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘǎ ƻŦ ¢ŀǎƪ рΦо contributed to 

a comprehensive study of data collection, storage, and processing requirements and functionality. 

There are nine Key Messages based on the work of Task 5.3: 

 

Key Message #1:  Forty-eight (48) big data related requirements were identified in the EU-SysFlex data exchange 

use cases. These requirements are currently addressed only partly in selected data platform solutions around the 

globe, as these platforms were initially developed to address different needs. The largest gaps occur in the area of 

support for flexibility services and near real-time communication with SCADA systems. (For more details related to 

this Key Message, please see Chapter 2 of this report.) 

Key Message #2:  A big data framework can be designed to match all aforementioned 48 big data requirements 

identified in the EU-SysFlex data exchange use cases. Nevertheless, the framework relies on a combination of 

various open-source components and not only one unique multi-purpose component. (For more details related to 

this Key Message, please see Chapter 1 and Section 4.7 of this report.) 

Key Message #3:  An assessment of data exchange cost for energy service providers reveals that the flexibility 

service start-up cost is dominant over the data storage capacity cost where high-throughput capacity is necessary. 

However, the storage capacity cost becomes dominant when a larger amount of storage is required; therefore, 

the sizing of the storage needs to be investigated thoroughly. (For more details related to this Key Message, 

please see Chapter 3 of this report.) 

Key Message #4:  Traditional assessments of baseline electricity load during a demand response event are based 

on analytical calculations which assume repeating patterns and/or regularity. To increase accuracy during 

irregular periods, more advanced models are needed. Machine learning with input from influencing ambient 

                                                             
1 Data is considered to be big data in the moment when it becomes difficult to process it with traditional information technology systems. 
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factors can contribute to a significant improvement in baseline modelling. (For more details related to this Key 

Message, please see Section 4.1 of this report.) 

Key Message #5:  Data requirements for prediction and monitoring flexibilities are likely to increase significantly 

due to increased demand for flexibility services and the trend to provision by smaller units. (For more details 

related to this Key Message, please see Section 4.2 of this report.) 

Key Message #6:  By applying the latest machine learning methods, it is possible to compute and deliver to DSOs 

more than 1500 residual load forecasts for transformer stations every 15 minutes, employing a marginal amount 

of computational power. (For more details related to this Key Message, please see Section 4.3 of this report.) 

Key Message #7:  As the European power system evolves toward increasing complexity and decentralisation, the 

need for system flexibility and therefore DSO-TSO data exchange increases accordingly. This work reports on two 

EU-SysFlex demonstrators which validate two different approaches to improve the DSO-TSO data exchanges for 

flexibility usage. (For more details related to this Key Message, please see Section 4.4 of this report.) 

Key Message #8:  Neural network-based machine learning methods can be applied to short-term load 

forecasting in the energy sector, with high performance compared to industry-standard baseline models. 

Multivariate LSTM models exhibited high accuracy while univariate LSTM models exhibited high robustness in 

various scenarios; CNN-based models exhibited high accuracy in forecasts of future flexibility. (For more details 

related to this Key Message, please see Section 4.5 of this report.) 

Key Message #9:  Adopting privacy by design and privacy-enhancing technologies will enable adherence to data 

protection laws, increase consumer trust and enable new business models. However, the technologies may be 

disruptive to current approaches, meaning that privacy and the security to ensure it should already be considered 

from the early stages of (re-)designing a system. (For more details related to this Key Message, please see Section 

4.6 of this report.) 

 

This deliverable report from EU-SysFlex Task 5.3 is structured into the following sections to systematically address 

this complex issue. CƛǊǎǘΣ ǘƘŜ ά.ƛƎ Řŀǘŀ ŦǊŀƳŜǿƻǊƪέ ŎƘŀǇǘŜǊ ŘƛǎŎǳǎǎŜǎ ōƛƎ Řŀǘŀ ŎƻƳǇƻƴŜƴǘǎ ƻǊ ŦǊŀƳŜǿƻǊƪǎ ǘƻ 

ǎǳǇǇƻǊǘ ǘƘŜ ŜƴŜǊƎȅ ǎȅǎǘŜƳΩǎ ŦƭŜȄƛōƛƭƛǘȅΦ ¢ƘŜƴΣ ǘƘŜ ά.ƛƎ Řŀǘŀ ǊŜǉǳƛǊŜƳŜƴǘǎέ ŎƘŀǇǘŜǊ Ŏƻƴǎƛǎǘǎ ƻŦ н ǎŜŎǘƛƻƴǎΦ CƛǊǎǘΣ ŀƴ 

overview identifies and sets performance, functionality, security, privacy and big data requirements for big data 

systems. This overview is complemented with the comparative study of existing data exchange solutions to 

identify the gaps in top-ƴƻǘŎƘ ǎȅǎǘŜƳǎΦ bŜȄǘΣ ǘƘŜ ά/ƻǎǘ ƻŦ Řŀǘŀ ŜȄŎƘŀƴƎŜέ ŎƘŀǇǘŜǊ ǇǊŜǎŜƴǘs the cost of 

maintaining data exchange by analysing the case of aggregator that plays a role between the DSO and a flexible 

ǇƭŀǘŦƻǊƳ ǘƻ ǇǊƻǾƛŘŜ ŦƭŜȄƛōƛƭƛǘȅΦ CƛƴŀƭƭȅΣ ǘƘŜ ά/ŀǎŜ ǎǘǳŘƛŜǎέ ŎƘŀǇǘŜǊ Ŏƻƴǘŀƛƴǎ ǎŜǾŜƴ ǎǘǳŘƛŜǎ ǘƘŀǘ ŀŘŘǊŜǎǎ ǎŜǾŜǊŀƭ 

challenges such as privacy and ownership of the data, confidentiality, security, business, and GDPR restrictions. 

Short summaries of the mentioned chapters and sections are provided below.  
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Summary of Chapter 1 ς Big Data Framework 

The purpose of big data framework chapter is to identify a list of big data components or frameworks fulfilling the 

set of requirements linked to the data exchanges and more broadly to the data management, needed for 

supporting flexibility services.  

For each requirement, a set of pre-selected big data components is reviewed and compared, and one of them is 

finally selected to privilege the advanced state-of-the-art and open-source component. The study concludes with 

the design of a big data architecture based on the lambda architectural pattern and the chosen components.  

The big data architecture designed in this chapter represents an example of a highly scalable and fault-tolerant 

system, intended to handle the fast-ever increasing data volume encountered in the electricity domain. 

 

Summary of Chapter 2 ς Big Data Requirements 

Section 2.1 ς Identification of technical requirements 

The overview aimed to identify technical requirements for the data exchanges based on the data exchange 

system use cases described in Task 5.2. These requirements relate to performance, functionality, security, privacy, 

and big data with the focus is on the latter category. The big data requirements identified serve as input for 

further works in the following chapters for more detailed analyses. 

Around 70 technical requirements were identified, out of which 48 relate to big data. The largest number of big 

data requirements are related to use-cases on data collection, sub-meter data management, flexibility activation, 

flexibility prequalification and bidding, and DER-SCADA data exchange. Use cases on personal data and a listing of 

suppliers and ESCOs involve no big data requirements. Description of data is based on the needs of WP9 

demonstrators. It means that testing of some big data requirements does not refer to the need to process 

massive data there because demonstrators remain on the proof-of-concept level. However, if implementing 

several use cases on a commercial level, including cross-border, it would result in actual amounts of big data.  

Section 2.2 ς Comparative study of existing solutions 

The comparative study aimed to explore already implemented solutions on meeting the technical requirements 

for the data exchange described in Identification of technical requirements in order to enhance further design and 

development of data exchange solutions with an extended range of functionalities. The following four solutions 

were analysed: OPDE (ENTSO-E), Estfeed + Data Hub (Estonia), Elhub (Norway) and Green Button (USA). Each of 

the solutions was evaluated in terms of meeting the requirements for data exchange.  

The aggregated evaluation indicated that none of the analysed solutions meets all the requirements for data 

exchange defined in the EU-SysFlex project. The most supported areas are in meter data exchange handling, 
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security and privacy management. The largest gaps occur in the area of support for flexibility services and near 

real-time communication with SCADA systems. The results presented in the form of tables and graphs illustrating 

the degree of compliance of the solutions with the groups of requirements. 

 

Summary of Chapter 3 ς Cost of Data Exchange for Energy Service Providers 

The cost of data exchange case study investigated the cost of handling data communication by analysing the cost 

of data exchange in the case of an aggregator that plays a role between the DSO and a flexible platform that 

enables flexibility provision. The specific use case for the aggregator considered 100 000 devices located in the 

same region with the same service types (such as Spark, Kafka) but in one case with 10 TB and in another case 

with 1000 TB storage capacity. 

The results from the cost assessment showed that the cost for the public cloud-based deployment with 10 TB of 

storage capacity would be 5 700 EUR/month where the storage capacity itself only accounted for 5% of the total 

cost. On the other hand, the cost with the same data architecture and with the same services but with 1000 TB of 

storage would cost 23 400 EUR/month where the storage capacity itself accounted for 77% of the total cost. 

The cost distributions between the two cases show that the service types excluding the storage capacity are 

dominant for a case with limited requirement for storage. In order to provide flexibility services as an aggregator, 

all discussed service types are needed in data architecture design.  

Therefore, two main conclusions can be stated: 

1. The flexibility service start-up cost is dominant over the storage capacity where efficient processing of data, 

load forecasting and high-throughput capacity is necessary to run the services rather than providing a large 

amount of storage capacity. 

нΦ Lǘ ƛǎ ŜǎǎŜƴǘƛŀƭ ǘƻ ŘŜǘŜǊƳƛƴŜ ǎǘŀƪŜƘƻƭŘŜǊǎΩ ǊŜǎǇƻƴǎƛōƛƭƛǘȅ ŦƻǊ ƳŀƴŀƎƛƴƎ ǎǘƻǊŀƎŜ ŎŀǇŀŎƛǘȅ ŀƴŘ ǎǘƻǊŀƎŜ ǾƻƭǳƳŜ ǘƘŀǘ 

is needed to run the services to prevent over-dimension of the application. Otherwise, it will lead to a higher cost 

for an end-user. 

 

Summary of Chapter 4 ς Case Studies 

Section 4.1 ς Baseline models and resilience of service delivery 

Quantifying the resilience of service delivery presents evaluation and testing results of models that estimate what 

the consumption would have been without a Demand Response event (DR) ς baseline models. 
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An essential element in a flexibility market is that a consumer should be able to offer a reduction (or increase) in 

their consumption in order to release capacity for other more critical consumers. A payment shall reward 

released capacity (or consumption of excess), and it is, therefore, necessary to document that the reduction is 

delivered as agreed. Verification of contracted reduction of consumption can be done in many ways.  

Testing the different baseline models on real datasets reveals the modelsΩ ability to calculate correctly during 

άǾŜǊȅ ƛǊǊŜƎǳƭŀǊέ ŎƻƴǎǳƳǇǘƛƻƴ ǇŀǘǘŜǊƴǎΦ ¢ƘŜ 9ƴŜǊbh/Σ ǘƘŜ ¦Y aƻŘŜƭΣ ǘƘŜ !ǾŜǊŀƎŜ ŀƴŘ ǘƘŜ Daily Profile models are 

widely used, and representatives of such models are tested. Advanced deep learning models have also been 

tested on the same real datasets. The tests show that the simplest models, such as Average and Daily profiles, are 

the most accurate and often outperform the more complex ones. The models have also been tested on single 

large consumers, where the result shows that none of them can estimate adequately. In such cases of a DR 

request, baselines produced before event combined with metering data and real-time monitoring is a better 

solution. The focus has been on baseline models that meet the requirements of simplicity and transparency. 

Payment is involved, and therefore such characteristics are essential to be able to avoid attempts of gaming and 

to reduce the burden of administration. 

Section 4.2 ς Prediction of availabilities and quantities of flexibility services 

The prediction case study explored estimates of the data requirements (in terms of the number of records) for 

predicting availabilities and quantities of flexibility services to support power system, e.g., frequency response 

services.  

After describing the different timescales over which prediction of availabilities and quantities of flexibility services 

are conducted, estimates of such quantities are presented through case studies, which demonstrate how these 

predictions are made in practice and the volumes and types of data associated with those predictions. Based on 

estimations of existing data requirements and forecasts of increased flexibility requirements, the future data 

requirements to predict availabilities and quantities of flexibility services are shown to be significant. The number 

of individual data records required for prediction of availabilities and quantities of flexibility services in real-time 

for the case study with the highest requirements (Great Britain) was estimated to be 11 038 million/year. The 

challenge associated with dealing with such a large amount of data may be ameliorated if aggregation of data 

before reaching the system operator is allowed. But that is dependent on the rules prescribed by each system 

operator. 

Besides the indication of the scale of the data requirements required for prediction of availabilities and quantities 

of flexibility services, a major finding was the need for clarity and transparency on the methodologies for 

prediction. Particularly at the investment and operational planning timescales, the methodologies (and hence 

data requirements) were unclear. Clarity on these methodologies could encourage potential flexibility providers 

(especially those with long lead times, or for those whose primary purpose is not a provision of flexibility services) 

to make their equipment suitable for providing flexibility. 
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Section 4.3 ς Near real-time residual load forecasting at grid points 

The load forecasting case study examined three different approaches to measuring the processing time for the 

timely provision of all forecasts of a residual load to the DSO in a near real-time system. Near real-time means 

that the forecasts are continuously delivered every 15 minutes to the DSO calculated in the forecast system of the 

German demonstrator. It means the delivering of the residual load forecast of a large number of transformer 

stations around 1500 in time under at least 15 minutes for the active and reactive power.   

The forecasts are generated using a Long Short-Term Memory (LSTM) machine learning approach. It involves 

using a big data approach with a Hadoop Cluster which is compared to the usage of a stand-alone server by using 

at first up to 32 central processing units (CPU) and in a second evaluation phase 2 graphics per units (GPUs). The 

main challenge was that the focus is on evaluation in a near real-time system rather than on the probably more 

widely used variant by training a variety of forecasting models. In this case, the forecast model is used to calculate 

the forecast for a one-time step that only includes a small input data set instead of massive data sets with the 

purpose for training a deep neural network. However, for the Hadoop cluster and the GPU approach, there is still 

a certain amount of traffic that needs to be taken into account, which is time consuming compared to the fast 

calculation of the forecast itself. Finally, it was demonstrated that these forecasts could be generated with all 

three approaches.  

The comparison showed that the Hadoop Cluster and the GPU did not outperform the usage of CPUs. For the 

delivery of about 3000 forecasts (including active and reactive power) under 15 minutes, the usage of a stand-

alone server with 5 CPUs is still sufficient. 

Section 4.4 ς Data exchange between DSO and TSO 

This section describes two approaches based on EU-SysFlex demonstrators in the context of EU regulation in 

terms of data exchange for flexibility usage ς German demonstrator and Flexibility Platform demonstrator. 

The rising need for system flexibility creates new requirements for data exchanges. These requirements mainly 

refer to the data exchange between DSOs and TSOs, as more and more flexible resources are connected to the 

distribution grid, and both stakeholders are in a rising need for system flexibility.  

Several clauses can be identified in both pre- and post-Clean Energy Package (CEP) EU regulations, which concern 

DSO-TSO data exchange for flexibility usage. Regulations approved already before CEP include several network 

codes. CEP itself has resulted in amended electricity market directive and electricity market regulation, potentially 

followed by new network codes and implementing acts still to be established. 

Lƴ DŜǊƳŀƴ ŘŜƳƻƴǎǘǊŀǘƻǊǎΩ ŀǇǇǊƻŀŎƘΣ ŜŀŎƘ ǎȅǎǘŜƳ ƻǇŜǊŀǘƻǊ ǎŜƭŜŎǘǎ ƴŜŜŘŜŘ ŦƭŜȄƛōƛƭƛǘƛŜǎ ǘƻ ǎƻƭǾŜ ŎƻƴƎŜǎǘƛƻƴǎ ƛƴ ƛǘǎ 

grid (subsidiarity principle) and determines the maximum flexibility potential for the upper system operator. Only 

the grid data relevant for re-dispatch, including costs, sensitivities, and flexibility limitations, is exchanged with 
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the upstream system operator. The connecting system operator initiates the flexibility activation in his grid based 

on his own need and the received request by the upstream system operator. 

The starting point of Flexibility Platform demonstrator is to maximise the liquidity of and easy access to the 

flexibility market through a single flexibility market concept. Such concept implies massive flows of data: in terms 

of several stakeholders, services/products as well as from data granularity perspective, and up to very-near-real-

time exchanges. In a single market, several marketplaces or market platforms can coexist and even compete with 

each other, and therefore, it is essential to ensure interoperability. TSO-DSO data exchanges result from the need 

to ensure that flexibilities are procured and activated most efficiently, including a case of joint procurement and 

that all flexibilities have access to the market regardless of where they are physically connected. 

Section 4.5 ς Forecasting in integrated energy systems 

The forecasting case study investigated Demand Response (DR) mechanism performance assessment on the two 

use cases with the application of recurrent neural network (RNN) and convolutional neural networks (CNN) with 

various configurations.   

DR mechanisms facilitate balancing the demand-supply ratio and provide greater flexibility within the electric 

grid. When the demand needs to be reduced, a DR event is activated on the market, and the amount of reduced 

electricity consumption is measured to assess the DR performance. 

¢ƘŜ ǊŜǎǳƭǘǎ ƻŦ ǘƘŜ ƴŜǘǿƻǊƪǎ ŀǊŜ ŎƻƳǇŀǊŜŘ ǘƻ ǘƘŜ bŀƠǾŜ ŀƴŘ !wLa! ōŜƴŎƘƳŀǊƪ ƳƻŘŜƭǎΦ !ŘŘƛǘƛƻƴŀƭ ǘƻ ǘƘŜǎŜ 

benchmark models, CNN based models are also compared to the industry-standard baseline models (Asymmetric 

HFoT, SPFoT, Average, Daily Profile).  

The conducted experiments have shown both LSTM and CNN based models outperform the baseline models in 

most time series based on RMSE, MAE, and MAPE evaluation metrics. Stack LSTM and CNN-LSTM models show 

more stable results over all-time series. 

Section 4.6 ς Privacy-preserving data analysis 

Growing data exchange in the energy sector between different systems increases the intentional/unintentional 

storage of personal data across them. The ultimate goal of every system that works with personal data is to 

protect customers and lower risks associated with unsuitable data storage and processing. The privacy-preserving 

data analysis chapter presented the results of including privacy-enhancing technologies (PETs) in the electricity 

market by conducting a case study. Additionally, the proof of concept implementation is turned into a 

demonstrator under WP9 to better showcase PETs within the project. 

The case results confirm the possibility to use PETs to various use cases in the electricity market. Results of this 

work highlight the importance to include PETs to protect consumer data on the early stage of designing or re-

designing of existing systems and functionalities as it will enable innovative ways to execute approaches and 
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processes.  Laws and regulations will start impacting the electricity sector more and more, as it uses and stores 

highly sensitive data: during the study, the privacy issues highlighted by The European Consumer Organization in 

regard to consumer data availability for aggregators was identified. 

Section 4.7 ς Development of a big data system for the electricity market 

The case study presents the particular use of big data components and architectural design patterns identified in 

ǘƘŜ /ƘŀǇǘŜǊ м ƻƴ ά.ƛƎ 5ŀǘŀ CǊŀƳŜǿƻǊƪέ ŦƻǊ ǘƘŜ ŘŜǾŜƭƻǇƳŜƴǘ ƻŦ ŀ ōƛƎ Řŀǘŀ ǎȅǎǘŜƳ ǘƘŀǘ ŎƻǳƭŘ ǊŜƛƴŦƻǊŎŜ ǘƘŜ ŜƭŜŎǘǊƛŎ 

market. Two use cases were chosen, implemented and deployed over big data system: the computation of the 

near real-time prediction of electrical consumption based on streaming data and the batch measurement of the 

prediction of consumption for a longer time scale. Both use cases are representative for the electric market, 

which wants to leverage large quantities of data from smart meters or various sensors in a real-time manner and 

generate different types of predictions such as consumption, flexibility availability. These use cases were 

described with technical details of the big data systems built for them.  

Also, it has been experimented an improved version of the Seq2Seq prediction algorithm in with residual LSTM 

network supported by attention mechanisms. The obtained results show sufficient accuracy for the prediction of 

electricity consumption in the context of the data used. 
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INTRODUCTION 

The EU-SysFlex project seeks to enable the pan-European power system to utilise efficient coordinated flexibilities 

in order to integrate a large share of renewable energy sources. As part of the EU-SysFlex project, Work Package 5 

aims at providing recommendations for data management in flexibility services when applied in a large scale (on 

an IT perspective) and developing customer-centric data exchange models for flexible market design serving all 

stakeholders (transmission system operators, distribution system operators, suppliers, flexibility providers, energy 

service companies, etc.) and enabling data exchange across borders. 

As an output of Task 5.3 within the EU-SysFlex project, ǘƘƛǎ ŘŜƭƛǾŜǊŀōƭŜ ǊŜǇƻǊǘ ŘŜǎŎǊƛōŜǎ άōig dataέ2 considerations 

and solutions for flexible energy systems. Specifically, Task 5.3 investigates the options for implementing massive 

data exchanges, with appropriate data storage and data processing as required for extensive use of flexibility 

services, with increasing number of flexibility providers (including decentralised generation and prosumers). It 

proposes solutions to enhance existing architectures and develop data exchange platforms in the energy domain. 

Some proposed solutions will be tested in the data exchange demonstrators in Work Package 9 of EU-SysFlex. The 

objectives of Task 5.3 addressed in this deliverable report are as follows: 

A.      Identification of technical requirements for the data exchanges based on the use cases from Task 5.2 

(e.g. requirements relating to data exchange, storage and processing volume, time constraints, security and 

privacy) and comparison of existing solutions (such as ENTSO-9Ωǎ άht59έ ŀƴŘ ƴŀǘƛƻƴŀƭ Řŀǘŀ ŜȄŎƘŀƴƎŜ 

platforms) regarding the identified requirements; 

B.      Elicitation of applicable methodologies and big data frameworks for effective data exchange, data 

storage and processing of streaming and historical data, and estimation of resources and costs; 

C.     Consideration of massive data analysis tasks essential for the success of flexibility services, e.g., 

quantifying the reliability of service delivery of technologies and solutions ς it will be crucial to characterize 

the extent to which flexibility service providers deliver the response they have contracted to provide; 

prediction of availabilities and quantities of flexibility services ς it will be necessary for the system operators 

to know how much flexibility will be available; estimation of missing grid measurements ς e.g. due to outages 

or meter failures; data exchange optimization between DSO and TSO for flexibility benefits calculation; 

D.     Implementation and demonstration of some of the above data exchange, data storage and data 

processing functionalities required for the success of cross-border and cross-sector demonstrations with 

WP9, adhering to the requirements of volumetry, time, security, privacy. 

The identified requirements, elicited methodologies and new functionalities for data exchanges, data storage and 

data processing contribute to formulating the flexibility roadmap for the European grid. 

                                                             
2 Data is considered to be big data in the moment when it becomes difficult to process it with traditional information technology systems. 
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1. BIG DATA FRAMEWORK 

Main section authors: Riccardo Benedetti (AKKA), Philippe Szczech (AKKA), Florentin Dam (AKKA) 

1.1 ABSTRACT 

The purpose of this chapter is the identification of a list of big data components or frameworks fulfilling the set of 

requirements linked to the data exchanges, and more broadly to the data management, needed for supporting 

flexibility services.   

The study starts with the analysis of the requirements to determine the 3 VΩs key concepts: Volume, Velocity and 

Value, meant respectively to answer the following questions: what is the amount of data? What is the minimum 

processing rate? What are the business issues to solve?  Based on the answers, it is possible to outline the main 

features of the requested components. It has been figured out that they cover all the requirements of a complete 

big data system: ingestion, storage, processing, querying, governance and security. For each requirement, a set of 

pre-selected big data components is reviewed and compared, and one of them is finally selected to privilege the 

advanced state-of-the-art and open-source component. The study concludes with the design of a big data 

architecture based on the lambda architectural pattern and the chosen components.  

The big data architecture designed in this chapter represents an example of a highly scalable and fault-tolerant 

system, intended to handle the fast-ever increasing data volume encountered in the electricity domain.  

1.2 INTRODUCTION 

1.2.1 AIM 

Big data framework hereafter aims at identifying some big data frameworks fulfilling a set of technical 

requirements regarding data exchange and big data topics. It is related to the following statement of the EU-

SysFlex project DoA: άElicitation of applicable methodologies and big data frameworks for effective data 

ŜȄŎƘŀƴƎŜΣ Řŀǘŀ ǎǘƻǊŀƎŜ ŀƴŘ ǇǊƻŎŜǎǎƛƴƎ ƻŦ ǎǘǊŜŀƳƛƴƎ ŀƴŘ ƘƛǎǘƻǊƛŎŀƭ Řŀǘŀ όΧύ ǘƻ ŀŎƘƛŜǾŜ ǘƘŜ ƛŘŜƴǘƛŦƛŜŘ 

requirements.έ The mentioned άbig data frameworkέ expression has been interpreted as a set of technical 

components or specific tools implemented to address the needs of the big data domain. In the following 

paragraphs, the terms άbig data frameworkέ and άbig data componentέ are used indifferently. 

The output of this work is a selection of big data components and a reference architecture combining all of them 

into a consistent IT system.  

1.2.2 CONTEXT 

This chapter is linked to Identification of technical requirements work of Task 5.3 (see Chapter 2.1). The latter 

provides the list of technical requirements to be used for the elicitation of the big data frameworks. Those 
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requirements come mainly from the various data exchange system use cases of Task 5.2, which gives the context 

for their interpretation. Each requirement comes with insights on the volume and types of data which could be 

encountered in WP9 demonstrators where they will be implemented.    

This report is also tied to the Cost of data exchange for energy service providers (see Chapter 3). Indeed, the big 

data architecture designed will be costed for the specific case of an aggregator which would deploy it to support 

its various processes.  

Finally, the results of this work will also be used for the needs of WP9 demonstrators by developing partially the 

big data architecture and by connecting this one to the demonstrators through the data exchange platform 

Estfeed. The work related to implementation is done as part of the Development of a big data system for the 

electricity market in Chapter 4.7. 

1.3 METHODOLOGY AND APPROACH 

1.3.1 OVERVIEW 

The overview presents the course of main action that were performed in order to identify a set of big data 

frameworks fulfilling the requirements provided by the Identification of technical requirements in Chapter 2.1. 

Firstly, requirements analysis was conducted according to the 3 Vs criteria met in the big data landscape. More 

precisely, this analysis has been conducted to answer the following questions:    

¶ Volume: what is the amount of data the big data framework should be able to handle?  

¶ Velocity: what minimum processing rate should the big data framework handle? 

¶ Value: what business issue do the requirements refer to? 

Analysis was completed within the Identification of the domain model and the Identification of the big data 

features linked to these requirements, such as άdata collectionέ, άprocessingέ, άqueryingέ. 

Secondly, the first list of IT big data components was selected which could cover the big data features identified in 

the first step and according to the current state-of-the-art of the big data domain. This list has been refined to 

take into account the different constraints expressed by the requirements to provide finally, for each 

requirement, a set of big data components which can enable its implementation.  

Thirdly, the elicited big data components were gathered in a reference architecture after having compared two 

overall architectural patterns: the Lambda and the Kappa ones. 

 

1.3.2 DISCUSSION ON INNOVATION 

 

This section introduces the added-values of big data solution and the specific characteristics of those challenges 

which can fall in the big data domain, selecting the big data technologies suitable for their resolution. These 
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elements were used during the requirements analysis in order to verify that they are linked to a big data problem 

but also to help the selection of the most beneficial big data components.   

 

CHARACTERISTICS OF A BIG DATA PROBLEM 

What is a big data problem? In a broad sense, data is considered to be big data in the moment when it becomes 

difficult to process it with traditional information technology systems. 

 

A big data problem is also recognized when it involves one or all of these characteristics:  

¶ High volume: interpreted as the size of the amount of data which is massive in case of big data, usually 

involving datasets of terabytes to petabytes. 

¶ High velocity: a characteristic related to streaming data. It refers to the capability to handle fast streams 

in order to limit the loss of information.   

¶ High variety: a capability to manage different types of data such as structured (e.g. tables in relational 

databases), semi-structured (e.g. XML or JSON) and unstructured data (e.g. data logs) as well as 

unstructured data represented in many formats including text, images, videos, audios. 

 

WHAT CAN BIG DATA SOLUTIONS DO? WHAT ARE THE POTENTIAL BENEFITS? 

The adoption of a big data solution leads to several benefits which implicitly solve many non-functional 

requirements that are hard to get over with traditional solutions. The main benefits of a big data solution are:  

Flexibility 

The term flexibility refers to the ability to handle heterogeneous data format. Traditionally, data have always 

been stored in a well-structured database where each instance had to respect a fixed schema. The added value of 

big data is the capability of managing also unstructured data, which nowadays are becoming even more 

widespread, and perform on them high-speed data transformation. 

Scalability  

The most popular big data platforms, such as Hadoop and Spark, offer the possibility to scale efficiently. 

Comparing to traditional SQL database, potential growth of data does not undermine the analytical performance, 

thanks to the possibility of adding additional nodes (workers) to the cluster.  

Real-time computation 

Big data offers the possibility to perform real-time computation. While some tasks do not necessarily need for a 

fast result and so they can be easily managed with traditional batch approaches. At the same time, other tasks 

such as anomaly detection, reactive notification systems and real-time prediction may depend on the 

responsiveness of the system. 

 

 



EU-SYSFLEX  
DELIVERABLE 5.3 

` 

23 | 230  

 

Machine learning 

Modern Machine Learning applications, in particular Deep Learning, rely on a vast dataset. In order to be able to 

manage these volumes of data, it might be necessary to have a working parallel cluster on which to perform 

machine learning on big data or for big compute tasks. Big data solutions offer this capability. 

Break data locality 

Whereas traditionally storage systems used to deal with conventional tapes and disk drives (physical data 

locality), nowadays, there is a migration towards distributed and fault-tolerant cloud systems. Cloud technologies 

provide a sort of abstracted data locality because the user can access the data as they reside in his file system, 

even though they are physically spread over the network. 

Since this transition is not final yet and many solutions still rely on the traditional approach, the goal of big data is 

not only to provide support for the cloud but also to fill the gap between traditional storage and next-generation 

storage. 

Merge data silos 

A data silo is a collection of information, or data storage, in an organization which is isolated and not easily 

accessible. Removing data silos can facilitate the retrieval of the right information in a reasonable time and 

reduce the costs of eventual duplicate. In big data, this is accomplished by gathering all data in a single central 

data warehouse. 

TABLE 1.1 LIMITS OF TRADITIONAL ICT SOLUTIONS VS BIG DATA SOLUTIONS 

Limits of traditional IT architecture The Ψbig dataΩ proposal 

Storage cost and complex scalability 

The approach used in the traditional system is the shared 

storage based commonly on technologies such as Storage 

Area Network (SAN) or Network Attached Storage (NAS). The 

limitations arise when the volume of data starts to increase, 

leading to OPEX or CAPEX costs. 

Distributed Storage 

 big data components like the Hadoop Distributed File 

System (HDFS) provides a high-level distributed storage where 

the cost per GB significantly drops. This solution also provides 

data replication in order to improve the availability and 

implement the fault-tolerance mechanism. 

Enterprise hardware and software licensing 

In term of scalability, the cost of proprietary hardware can be 

burdensome. As the organizations grow, the consequent 

hardware adaptation can be costly for what concern both 

software licenses and physical resources. 

Off-the-shelf hardware and software open-source 

Hadoop allows building a high-performant distributed 

infrastructure based on off-the-shelf hardware (i.e. common 

IT components broadly used, interchangeable) instead of 

enterprise hardware and this with a more reasonable cost. 

Similarly, the pricing to scale a Hadoop cluster is significantly 

cheaper respect a proprietary cluster. 

Moreover, the building of a big data system can be based on 

completely free and open-source components. 

Organizational complexity 

Term complexity means the difficulties in administrating 

Administrative simplicity 

The common Hadoop big data infrastructure is very intuitive 
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LIMITS OF CURRENT ICT ARCHITECTURE 

In addition to the benefits mentioned before, another reason to encourage the transition towards a big data 

solution can be even more evident by highlighting the limits of the traditional IT architecture. It also describes 

how a big data solution would overcome these limitations. 

BIG DATA FUNCTIONALITIES 

This paragraph describes the standard features encountered in a general-purpose big data architecture. It also 

precise some terms, definitions and concepts frequently used in the big data landscape. Besides, it is mentioned, 

as well as the technical components traditionally used to implement the mentioned features.   

TABLE 1.2 BIG DATA FUNCTIONALITIES 

FEATURE SUB-FEATURES DESCRIPTION 
Example of ICT components 

supporting the feature 

INGESTION 

BROKER 

The set of frameworks used for collecting and 

transferring data from different sources. A 

broker allows buffering the data coming from 

different kind of IoT sources in order not directly 

to access them. 

Apache Kafka, Apache Flume, 

RabbitMQ, Apache ActiveMQ 

Artemis 

INTEGRATION 
The set of frameworks used for ingesting data 

which reside in heterogeneous sources. 

Apache Sqoop, Apache Kafka, Apache 

Nifi, Apache Gobblin 

PROCESSING 
BATCH 

The process or action of transforming a given 

amount of previously collected data within a 

single job. 

Hadoop MapReduce, Apache Spark, 

Apache Tez, Apache Flink 

STREAMING The process or action of transforming a real- Apache Spark (Spark Streaming API), 

massive modular architectures, which are often based on the 

integration of many different heterogeneous tools. Such 

administration typically requires a multitude of competencies 

such as system administrators, DBAs, application server 

teams, storage teams, and network teams. 

and allows to manage thousands of distributed data nodes 

with just one administrator. 

 

Skimping on data quality 

Traditional systems usually try to improve the performance by 

pre-aggregating data and filtering in order to reduce the 

volume to analyse. This approach inevitably leads to loss of 

information which can impact negatively on the resulting 

accuracy and confidence. 

 

Boost the data quality  

Data stored in HDFS can be easily analysed with high 

performant big data processing tools. There is no more need 

for pre-processing, and so the data remain atomics άas-isέ. It 

increases the possibility of finding correlation and so produce 

more accurate results. In addition to that, the time for data 

loading in a Hadoop solution is lower. 

Moving Data to the Programs 

Traditional solutions based in relational databases rely on 

static applications in which data must be loaded and 

transported to them. Data transportation has to take care of 

network bandwidth limitations which can often represent a 

potential bottleneck. 

Moving Programs to the Data 

Hadoop solution exploits parallel computation. Data in HDFS 

are spread over the disks, and the applications run on each 

one in parallel. It implies that the application move to the 

data and not vice-versa. It is also no secret the benefit of 

parallel programming over the sequential paradigm. 
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FEATURE SUB-FEATURES DESCRIPTION 
Example of ICT components 

supporting the feature 

time stream of incoming data through a steady 

job. 

Apache Kafka (Kafka Streams API), 

Apache Storm, Apache Samza, 

Apache Flink 

STORAGE 

RELATIONAL 
The set of traditional databases for storage and 

retrieval of structured data based on SQL syntax. 

MySQL, PostgreSQL, SQLite 

NO-SQL 
The set of databases for storage and retrieval of 

unstructured data. 

Hadoop File System (HDFS), 

MongoDB, Apache HBase, Apache 

CouchDB, Apache Cassandra 

NEW SQL 

The set of modern database management 

system designed to provide atomicity, 

consistency, isolation and durability properties 

and NO-SQL performances. 

MariaDB 

GOVERNANCE & 

SECURITY 

AUTHENTICATION 

The process or action of verifying the identity of 

a user or process (proving or showing something 

to be correct, genuine, or valid). 

Kerberos protocol, Apache Snort, 

Apache Knox 

AUTHORIZATION 

The process or action of verifying if an 

authenticated user or process has the right to 

access a specific resource. 

Apache Ranger, Apache Knox, 

Apache Sentry 

ANONYMIZATION 

The process or action of de-identify data by 

removing or masking any personal information 

in order to accomplish the GDPR. 

ARX 

GOVERNANCE 

The data management tool which enables an 

organization to ensure that high data quality 

exists throughout the complete lifecycle of the 

data. 

Apache Atlas 

ANALYTICS 

MACHINE LEARNING 

The branch of Artificial Intelligence based on the 

optimization of mathematical models in order to 

extract knowledge from a set of data. 

scikit-learn, Apache Spark MLLib, 

Apache SystemML, Weka 

DEEP LEARNING 

A subset of Machine Learning algorithms that 

concern the usage of models based on neural 

networks. 

TensorFlow + Keras, PyTorch, DL4J 

VISUALIZATION 

 

 

MONITORING 

The set of tools which provide a user-friendly 

interface to show analytical results, charts and 

performance indicators. 

Kibana, Elastich Search 

QUERYING 

OLAP QUERIES 

The set of frameworks to perform interactive 

and fast queries on massive multidimensional 

data. 

Apache Drill, Apache Druid, Apache 

Kylin, Pentaho BI 

OLTP QUERIES 

Transactional queries in relational DBs with ACID 

properties 

(functionality integrated with all 

relational DBMS ς see ACID 

properties) 

INFRASTRUCTURE 

 

CLOUD 

Technology which allows managing, through a 

remote server, a pool of hardware and software 

resources. The service is usually offered by a 

provider, through subscription. 

AWS Cloud, Microsoft Azure, Google 

Cloud, IBM Cloud, OpenStack 

HARDWARE 

The set of invariant physical components 

(computers, processors, storage media, GPUs) 

which compose a data processing system. 

Nvidia GPU, Graphcore, Mythic, Intel 

Core processor Family, Kingston SSD 

OTHER 

 

COLLABORATION & 

DEVELOPMENT 

Set of tools used for AGILE team development. Git, Anaconda, Jupyter Notebook, 

Spyder, Apache Zeppelin, Watson 

Studio, IntelliJ Idea 
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1.4 RESULTS AND CONCLUSIONS 

1.4.1 RESULTS 

REQUIREMENTS ANALYSIS 

EU-SYSFLEX DOMAIN MODEL 

One result of the requirement analysis is the Identification of the systems mentioned by the requirements as well 

as the principal data flows occurring between them. It results in the schema below, which includes graphically 

represented elements with the description of the most critical requirements.  
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Note: in this schema, green typography is used for functional requirements and red one for technical requirements. 

FIGURE 1.1 EU-SYSFLEX TASK 5.3 DOMAIN MODEL OF IDENTIFIED REQUIREMENTS
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IDENTIFICATION OF REQUESTED BIG DATA FEATURES 

One objective of the requirements analysis was the Identification of the big data features (taken from Table 1.2 

big data functionalities) referred by the requirements. In essence, the following features have been identified:  

¶ Data ingestion: it is mentioned mainly in the SUC Data Collection and by some requirements of SUC Data 

Transfer, SUC DER-SCADA data exchange, SUC Flexibility activation, SUC Flexibility baseline, SUC Flexibility 

bids and SUC Sub-meter data; 

¶ Data storage: it is a feature often implicit in some requirements belonging to Data Collection, e.g. SUC 

Data Collection and SUC Sub-meter data; 

¶ Data analytics: it comes from the requirements of SUC Flexibility prediction and SUC Flexibility baseline; 

¶ Data processing: for batch processing, it refers to requirements in SUC Aggregate data and SUC 

Anonymize data, and for real-time processing, to some requirements related to the Flexibility Platform, 

like SUC Flexibility activation, SUC Flexibility baseline and SUC Flexibility bids; 

¶ Data Querying: it emerges from all those requirements aimed to make information available to data 

owners and external applications in different SUCs; 

¶ Data Governance & Security: it comes from requirements of the SUC Authentication of data users, SUC 

!ŎŎŜǎǎ ǇŜǊƳƛǎǎƛƻƴǎΩ management and SUC Data logs. 

 

 
FIGURE 1.2 IDENTIFIED BIG DATA FEATURES 

 

This list of features represents the central reference point to select the big data components which can better 

support the EU-SysFlex system use cases.  
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VELOCITY AND VOLUME ASSESSMENT 

The previous sections have provided some valid qualitative motivations why one would need a big data solution. 

In this section, a qualitative estimation of the problem is proposed. The Identification of technical requirements in 

Chapter 2.1 provides information about the volume and the velocity which could be encountered in the context 

of the WP9 demos for each requirement. A few of these requirements will be developed concerning the elicited 

big data framework. All the individual figures were added up to get the maximum constraints in terms of volume 

and velocity the big data framework should face. The traffic of data across the current platform was calculated. 

From each requirement was given the data velocity in MB/s and from the latter, which made it possible to derive 

an approximation of the volume needed per year (in TB). 

Two different types of data exchange were identified: the one which concerns the ingestion aspect, where the 

data from the source are gathered into the data hubs, and the one which involves the traffic across the DEP (Data 

Exchange Platform). 

TABLE 1.3 VELOCITY AND VOLUME ESTIMATION OF EU-SYSFLEX WP9 NEEDS 

 
Velocity (MB/s) Volume (TB per year) 

From data sources to data hubs: мср ҕ мр a.κǎ  рнлл ҕ мрл ¢. 

Grid data (SUC DC) сл ҕ р мфлл ҕ рл 

Meter data (SUC DC) рр ҕ р мтлл ҕ рл 

Market Data (SUC DC) рл ҕ р мслл ҕ рл 

Through the DEP: рл ҕ н a.κǎ мтлл ҕ тл ¢. 

Between DER & SOΩs SCADA 
(SUC DER-SCADA) 

лΣол ҕ лΣлр  ф ҕ м 

Between data hubs, data owner & applications  
(SUC DT) 

пф ҕ м мслл ҕ рл 

Sharing security logs  
(SUC LOGS) 

о ҕ лΣр фр ҕ р 

Sharing authentication info & access 
permissions 
(SUC AUTH & SUC AUTHZN) 

non-significant non-significant 

Flexibility baselines 
(SUC FB) 

non-significant non-significant 

Flexibility bids 
(SUC FBIDS) 

non-significant non-significant 

Flexibility activations 
(SUC FA) 

non-significant non-significant 

Flexibility verifications 
(SUC FVERIF) 

non-significant non-significant 

Flexibility predictions 
(SUC FVERIF) 

non-significant non-significant 

 

The estimations from the table would be useful to prove the minimum hardware capabilities required to handle 

one year of data, especially in terms of memory, with the current architecture. It is essential to point out that 
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many big data technologies rely on data replication to support fault-tolerance. Therefore, for the big data solution 

storage capabilities should be provided significantly higher from the ones mentioned in the table. 

In conclusion, the magnitude of the values shown in the table is proof that a big data solution is required to 

address the Identification of technical requirements, even just on the level of WP9 demonstrators.  

THE LIST OF THE SELECTED BIG DATA COMPONENTS 

Table 1.4 presents the big data framework selected after the requirement analysis. The rationale and the 

complete description of those components are in the Annex I ς big data frameworks: Supplementary information 

about components. Those components could be used to implement the different technical requirements, details 

regarding this point are in Annex I. 

TABLE 1.4 LIST OF THE SELECTED BIG DATA COMPONENTS 

big data feature Selected big data component What is? 
Data Ingestion Apache Kafka A general publish-subscribe based messaging system 

(Broker) 

 Apache NiFi A data flow manager between software systems 

Data Storing Apache HDFS A distributed file system designed to run on 
commodity hardware 

 MongoDB A consistent and fault-tolerant non-relational 
storage system 

 Apache Cassandra An available and fault-tolerant non-relational 
storage system 

Batch data processing Apache Spark A unified analytics engine for big data processing 

Stream data processing Spark Streaming A Spark library specific for near-real-time processing 

Data Querying Apache Hive A SQL-like data warehouse software running over 
HDFS 

 Apache Drill A distributed SQL query engine for data-intensive for 
interactive analysis of large-scale datasets 

 Apache Presto A high-performing distributed SQL query engine 

Data analytics TensorFlow + Keras / PyTorch / 
Deeplearning4j 

Programming libraries for machine and deep 
learning. 

Data security Apache Ranger A framework to enable, monitor and manage 
comprehensive data security across Hadoop 

 Apache Knox Gateway A security perimeter for interacting with the big data 
platform through the REST APIs 

 ARX  Data anonymization tool to secure sensitive 
personal data. 

cluster & resource 
management 

Apache YARN / Apache Mesos Resource management and job scheduling 
technology in the distributed big data cluster 

 Apache Zookeeper A centralized service for providing configuration 
information, naming, synchronization and group 
services over large clusters in distributed systems 

 Apache Oozie A workflow scheduler system to manage Hadoop 
batch jobs 
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THE BIG DATA REFERENCE ARCHITECTURE 

It is possible to put together and interface these big data components in order to produce a system which can 

serve multiple purposes related to the EU-SysFlex domain. In practice, this system could be partially or entirely 

implemented at any business domain (such as system operator, market operator) and be integrated with the 

already existing systems as well as in the new ones. This system could be interfaced with a data exchange 

platform such as Estfeed. 

 
FIGURE 1.3 REFERENCE ARCHITECTURE 

On Figure 1.3 the final big data architecture designed after having described and compared all the big data 

frameworks proposed to accomplish the tasks expressed by the EU-SysFlex requirements, in particular, it consists 

of a concrete solution of Figure 1.2 introduced at the beginning of the chapter. 

In contrast with the DEP, the big data system does not represent only a middleware for data exchange between 

data sources, data owners and applications, but a solution to address data ingestion, storing, processing, 

analysis, querying, security and governance in a large geographical scale. 

In order to collect all the data generated from the external world (e.g. data sources and market domain), an 

ingestion layer was proposed. It consisted of a distributed and horizontally scalable cluster of Kafka brokers.  








































































































































































































































































































































































































