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EXECUTIVE SUMMARY

As an output of Task 5.3 within the BysFlex projecthts deliverable reportlescribesi iy daté! considerations

and solutions for flexible energy stgms Task 5.3 is a forwa#doking innovation task addressing particular big
data needs and requests of several-EysFlex work packagethere are relevant links of conducted studies to
ongoing activities within coordination of flexibilities connectex distribution, coordination of centralised and
decentralised flexibilities, crodsorder and crossectoral data management WPs. The work of Task 5.3 seeks to
facilitate quick and safe operation in an increasingly decentralised situation with numerdehstders, with the
needs of managing data in very close to +iale.

Task 5.3 brought on board and started an active dialogue betWé&#ds, DSOs, technology providers, consultants,
aggregators andesearclers, resultingn severalcase studies aligneditln the EUSysFlex demonstration goals. To
Fdzf FAf | YOAGAZ2Yy&a YR GKS ySSRa 27F (2Y2NNREkendbutedtd SEA
a comprehensive study of data collection, storage, and processing requirements and functionality

There are nine Key Messages based on the work of Task 5.3:

Key Messagél: Forty-eight (48) big data related requirements were identified in the&tdFlex data exchange

use cases. These requirements are currently addressed only partly in selectgaatétem solutions around the

globe, as these platforms were initially developed to address different needs. The largest gaps occur in the area o
support for flexibility services and near raahe communication with SCADA systel#r more details retad to

this Key Message, please seapter 2 of this report.)

Key Message 2t A big data framework can be designed to match all aforementioned 48 big data requirements

identified in the ELBysFlex data exchange use cases. Nevertheless, the frameweskarlia combination of
various opepsource components and not only one unique mpltirpose component(For more details related to
this Key Message, please segapter 1 and Section 407 this report.)

Key Message# An assessment of data exchange clostenergy service providers reveals that the flexibility

service starup cost is dominant over the data storage capacity cost wherethigtughput capacity is necessary.
However, the storage capacity cost becomes dominant when a larger amount of estisragquirecl therefore,
the sizing of the storage needs to be investigated thorougfifgr more details related to this Key Message,
please see Chapter 3 of this report.)

Key Message4t Traditional assessments of baseline electricity load during aatemesponse event are based

on analytical calculations which assume repeating patterns and/or regularity. To increase accuracy during
irregular periods, more advanced models are needed. Machine learning with input from influencing ambient

1 Data is considered to be big data in the moment when it becomes difficult to process it with traditional information teghspsbgms
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factors can comtbute to a significant improvement in baseline modelliggor more details related to this Key
Message, please s&=ction 4.Dbf this report.)

Key Message® Data requirements for prediction and monitoring flexibilities are likely to increase sgmtifyc

due to increased demand for flexibility services and the trend to provision by smaller (fotsmore details
related to this Key Message, please Seetion 4.2f this report.)

Key Message & By applying the latest machine learning methodss possible to compute and deliver to DSOs

more than 1500 residual load forecasts for transformer stations every 15 minutes, employing a marginal amount
of computational power(For more details related to this Key Message, pleas&esetion 4.3f this report.)

Key Message # As the European power system evolves toward increasing complexity and decentralisation, the

need for system flexibility and therefore DISO data exchange increases accordingly. This work reports on two
EUSysFlex demonstrators vdh validate two different approaches to improve the DB8D data exchanges for
flexibility usage(For more details related to this Key Message, pleas&setion 4.4f this report.)

Key Message & Neural networkbased machine learning methods can Iapplied to shorterm load

forecasting in the energy sector, with high performance compared to indssarydard baseline models.
Multivariate LSTM models exhibited high accuracy while univariate LSTM models exhibited high robustness ir
various scenarioSCNNbased models exhibited high accuracy in forecasts of future flexik{ifir more details
related to this Key Message, please Seetion 4 of this report.)

Key Message % Adopting privacy by design and privamyhancing technologies will enabldlzerence to data

protection laws, increase consumer trust and enable new business models. However, the technologies may be
disruptive to current approaches, meaning that privacy and the security to ensure it should already be considered
from the early stags of (re)designing a systenfFor more details related to this Key Message, pleas&eeton

4.6 0of this report.)

This deliverable report from EBysFlex Task 5.3 is structured into the following sections to systematically address
this complex issueCANEGX GKS a. A3 RFEGF FNIFYSE2N]l ¢ OKFLIGISN R
adzLJL2 NI GKS SySNHeée ae&aisSvyQa TftSEAoAfAlGEed ¢KSy:TZ GKS
overview identifies and sets performance, functiahalsecurity, privacy and big data requirements for big data
systems. This overview is complemented with the comparative study of existing data exchange solutions to
identify the gaps in toy 2 i OK &d&&aidisSvyaod bSEGT (GKS &/ 2 &ithe 208t of Rl |
maintaining data exchange by analysing the case of aggregator that plays a role between the DSO and a flexib|
LX FGF2NY (G2 LINRPOARS TFtSEAOAfAGED® CAYylLttés GKS &/l
challenges such gwivacy and ownership of the data, confidentiality, security, business, and GDPR restrictions.
Short summariesf the mentioned chapters and sections are provided below.
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Summary ofChapterl ¢ Big Data Framework

The purpose of big data framework chapieito identify a list of big data components or frameworks fulfilling the
set of requirements linked to the data exchanges and more broadly to the data management, needed for
supporting flexibility services.

For each requirement, a set of peelected by data components is reviewed and compared, and one of them is
finally selected to privilege the advanced statiethe-art and opensource component. The study concludes with
the design of a big data architecture based on the lambda architectural pattefthe chosen components.

The big data architecture designed in this chapter represents an example of a highly scalable aiotefantt
system, intended to handle the faswer increasing data volume encountered in the electricity domain.

Summary ofChapter 2¢ Big Data Requirements

Section 2.1 Identification of technical requirements

The overview aimed to identify technical requirements for the data exchanges based on the data exchange
system use cases described in Task 5.2. These requirementsteefsrformance, functionality, security, privacy,

and big data with the focus is on the latter category. The big data requirements identified serve as input for
further works in the following chapters for more detailed analyses.

Around 70 technical requements were identified, out of which 48 relate to big data. The largest number of big
data requirements are related to usmses on data collection, subeter data management, flexibility activation,
flexibility prequalification and bidding, and DERADAlata exchange. Use cases on personal data and a listing of
suppliers and ESCOs involve no big data requirements. Description of data is based on the needs of WP
demonstrators. It means that testing of some big data requirements does not refer to the toeptocess
massive data there because demonstrators remain on the popabncept level. However, if implementing
several use cases on a commercial level, including-barster, it would result in actual amounts of big data.

Section 2.2, Comparative tudy of existing solutions

The comparative study aimed to explore already implemented solutions on meeting the technical requirements
for the data exchange described in Identification of technical requirements in order to enhance further design and
development of data exchange solutions with an extended range of functionalities. The following four solutions
were analysed: OPDE (ENTSQEstfeed + Data Hub (Estonia), Elhub (Norway) and Green Button (USA). Each o
the solutions was evaluated in terms of migg the requirements for data exchange.

The aggregated evaluation indicated that none of the analysed solutions meets all the requirements for data

exchange defined in the E8ysFlex project. The most supported areas are in meter data exchange handling,
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security and privacy management. The largest gaps occur in the area of support for flexibility services and neat
reaktime communication with SCADA systems. The results presented in the form of tables and graphs illustrating
the degree of compliance of theolutions with the groups of requirements.

Summary ofChapter3 ¢ Cost of Data Exchange for Enerqgy Service Providers

The ost of data exchange case study investigated the cost of handling data communication by analysing the cos
of data exchange in the sa of an aggregator that plays a role between the DSO and a flexible platform that
enables flexibility provision. The specific use case for the aggregator consider&®@@8vices located in the

same region with the same service types (such as Spatka)Kait in one case with 10 TB and in another case
with 1000 TB storage capacity.

The results from the cost assessment showed that the cost for the public-baet deployment with 10 TB of
storage capacity would be 5 700 EUR/month where the storageciggtself only accounted for% of the total

cost. On the other hand, the cost with the same data architecture and with the same services but with 1000 TB of
storage would cost 23 400 EUR/month where the storage capacity itself accounted/fof #e total cost.

The cost distributions between the two cases show that the service types excluding the storage capacity are
dominant for a case with limited requirement for storage. In order to provide flexibility services as an aggregator,
all discussed sengdypes are needed in data architecture design.

Therefore, two main conclusions can be stated:

1. The flexibility service statp cost is dominant over the storage capacity where efficient processing of data,
load forecasting and higthroughput capacityis necessary to run the services rather than providing a large
amount of storage capacity.

Hd LG A& SaaSyidalt G2 RSGSNXYAYS &Gl 1SK2f RSNBAQ NBaL
is needed to run the services to prevent cxdimension of the application. Otherwise, it will lead to a higher cost
for an enduser.

Summary ofChapter4 ¢ Case Studies

Section 4.1¢ Baseline models and resilience of service delivery

Quantifying the resilience of service delivery presents evaluatiahtesting results of models that estimate what
the consumption would have been without a Demand Response event;(E#REline models.
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An essential element in a flexibility market is that a consumer should be able to offer a reduction (or increase) in
their consumption in order to release capacity for other more critical consumers. A payment shall reward
released capacity (or consumption of excess), and it is, therefore, necessary to document that the reduction is
delivered as agreed. Verification of conttad reduction of consumption can be done in many ways.

Testing the different baseline models on real datasets reveals the nalglgy to calculate correctly during
GOSNE ANNB3Idz | NE O2yadzyYLJiAzy LI G4SNy abaily @i madglSaveb h /-
widely used, and representatives of such models are tested. Advanced deep learning models have also beel
tested on the same real datasets. The tests show that the simplest models, such as Average and Daily profiles, al
the most acurate and often outperform the more complex ones. The models have also been tested on single
large consumers, where the result shows that none of them can estimate adequately. In such cases of a DF
request, baselines produced before event combined withtariag data and reatime monitoring is a better
solution. The focus has been on baseline models that meet the requirements of simplicity and transparency.
Payment is involved, and therefore such characteristics are essential to be able to avoid attémgtsing and

to reduce the burden of administration.

Section 4.2; Prediction of availabilities and quantities of flexibility services

The prediction case study explored estimates of the data requirements (in terms of the number of records) for
predicting availabilities and quantities of flexibility services to support power system, e.g., frequency response
services.

After describing the different timescales over which prediction of availabilities and quantities of flexibility services
are conducted, estimtes of such quantities are presented through case studies, which demonstrate how these
predictions are made in practice and the volumes and types of data associated with those predictions. Based or
estimations of existing data requirements and forecastdnareased flexibility requirements, the future data
requirements to predict availabilities and quantities of flexibility services are shown to be significant. The number
of individual data records required for prediction of availabilities and quantifdtexibility services in redime

for the case study with the highest requirements (Great Britain) was estimated to be 11 038 million/year. The
challenge associated with dealing with such a large amount of data may be ameliorated if aggregation of data
before reaching the system operator is allowed. But that is dependent on the rules prescribed by each system
operator.

Besides the indication of the scale of the data requirements required for prediction of availabilities and quantities
of flexibility senices, a major finding was the need for clarity and transparency on the methodologies for
prediction. Particularly at the investment and operational planning timescales, the methodologies (and hence
data requirements) were unclear. Clarity on these method@s could encourage potential flexibility providers
(especially those with long lead times, or for those whose primary purpose is not a provision of flexibility services)
to make their equipment suitable for providing flexibility.
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Section 4.3; Near reattime residual load forecasting at grid points

The load forecasting case study examined three different approaches to measuring the processing time for the
timely provision of all forecasts of a residual load to the DSO in a neatimeabystem. Near rddime means

that the forecasts are continuously delivered every 15 minutes to the DSO calculated in the forecast system of the
German demonstrator. It means the delivering of the residual load forecast of a large number of transformer
stations around 150@h time under at least 15 minutes for the active and reactive power.

The forecasts are generated using a Long Shermm Memory (LSTM) machine learning approach. It involves
using a big data approach with a Hadoop Cluster which is compared to the afsagéandalone server by using

at first up to 32 central processing units (CPU) and in a second evaluation phase 2 graphics per units (GPUs). T
main challenge was that the focus is on evaluation in a neattiraal system rather than on the probably meo

widely used variant by training a variety of forecasting models. In this case, the forecast model is used to calculate
the forecast for a ongime step that only includes a small input data set instead of massive data sets with the
purpose for traininga deep neural network. However, for the Hadoop cluster and the GPU approach, there is still
a certain amount of traffic that needs to be taken into account, which is time consuming compared to the fast
calculation of the forecast itself. Finally, it wasmenstrated that these forecasts could be generated with all
three approaches.

The comparison showed that the Hadoop Cluster and the GPU did not outperform the usage of CPUs. For th
delivery of about 3000 forecasts (including active and reactive poweatgruh5 minutes, the usage of a stand
alone server with 5 CPUs is still sufficient.

Section 4.4; Data exchange between DSO and TSO

This section describes two approaches based ofS¥EFlex demonstrators in the context of EU regulation in
terms of data exchnge for flexibility usage German demonstrator and Flexibility Platform demonstrator.

The rising need for system flexibility creates new requirements for data exchanges. These requirements mainly
refer to the data exchange between DSOs and TSOs, asandrmore flexible resources are connected to the
distribution grid, and both stakeholders are in a rising need for system flexibility.

Several clauses can be identified in both-faed postClean Energy Package (CEP) EU regulations, which concern
DSGTSOdata exchange for flexibility usage. Regulations approved already before CEP include several network
codes. CEP itself has resulted in amended electricity market directive and electricity market regulation, potentially
followed by new network codes and pfementing acts still to be established.

LY DSNXIY RSY2Y&aidNI G2NRQ I LIINRIFOK>X SIOK aedaidsSy 2LIS
grid (subsidiarity principle) and determines the maximum flexibility potential for the upper systenatop. Only
the grid data relevant for relispatch, including costs, sensitivities, and flexibility limitations, is exchanged with
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the upstream system operator. The connecting system operator initiates the flexibility activation in his grid based
on his avn need and the received request by the upstream system operator.

The starting point of Flexibility Platform demonstrator is to maximise the liquidity of and easy access to the
flexibility market through a single flexibility market concept. Such concepliés massive flows of data: in terms

of several stakeholders, services/products as well as from data granularity perspective, and uprnearepal

time exchanges. In a single market, several marketplaces or market platforms can coexist and evee ggthpet
each other, and therefore, it is essential to ensure interoperability.-DSO data exchanges result from the need

to ensure that flexibilities are procured and activated most efficiently, including a case of joint procurement and
that all flexibilties have access to the market regardless of where they are physically connected.

Section 4.5 Forecasting in integrated energy systems

The forecasting case study investigated Demand Response (DR) mechanism performance assessment on the t
use cases witlthe application of recurrent neural network (RNN) and convolutional neural networks (CNN) with
various configurations.

DR mechanisms facilitate balancing the demangply ratio and provide greater flexibility within the electric
grid. When the demandeeds to be reduced, a DR event is activated on the market, and the amount of reduced
electricity consumption is measured to assess the DR performance.

¢KS NBadzZ# G6a 2F GKS ySig2Nla FNB O2YLI NBR (2 GKS
benchmark models, CNN based models are also compared to the inditatrgtard baseline models (Asymmetric
HFoT, SPFoT, Average, Daily Profile).

The conducted experiments have shown both LSTM and CNN based models outperform the baseline models i
most time seies based on RMSE, MAE, and MAPE evaluation metrics. Stack LSTM &r&T®NNodels show
more stable results over diime series.

Section 4.6; Privacypreserving data analysis

Growing data exchange in the energy sector between different systems insréfaseantentional/unintentional
storage of personal data across them. The ultimate goal of every system that works with personal data is to
protect customers and lower risks associated with unsuitable data storage and processing. Theppesenyng

data analysis chapter presented the results of including prieadiancing technologies (PETS) in the electricity
market by conducting a case study. Additionally, the proof of concept implementation is turned into a
demonstrator under WP9 to better showcase® within the project.

The case results confirm the possibility to use PETs to various use cases in the electricity market. Results of th
work highlight the importance to include PETs to protect consumer data on the early stage of designing or re
designng of existing systems and functionalities as it will enable innovative ways to execute approaches and
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processes. Laws and regulations will start impacting the electricity sector more and more, as it uses and store:
highly sensitive data: during the stydthe privacy issues highlighted by The European Consumer Organization in
regard to consumer data availability for aggregators was identified.

Section 4.% Development of a big data system for the electricity market

The case study presents the particulese of big data components and architectural design patterns identified in
GKS /KFLIWGISNI M 2y a. A3 5F4GF CNIYSgg2Nl ¢ F2N KS RS@S
market. Two use cases were chosen, implemented and deployed ayafaka system: the computation of the

near reaftime prediction of electrical consumption based on streaming data and the batch measurement of the
prediction of consumption for a longer time scale. Both use cases are representative for the electric market,
which wants to leverage large quantities of data from smart meters or various sensors irtianeeaianner and
generate different types of predictions such as consumption, flexibility availability. These use cases were
described with technical details dfe big data systems built for them.

Also, it has been experimented an improved version of the Seq2Seq prediction algorithm in with residual LSTM
network supported by attention mechanisms. The obtained results show sufficient accuracy for the predliction
electricity consumption in the context of the data used.
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INTRODUCTION

The ELBysFlex project seeks to enable the ffamopean power system to utilise efficient coordinated flexibilities

in order to integrate a large share of renewable energy sourcepa#t of the ELBysFlex project, Work Package 5
aims at providing recommendations for data management in flexibility services when applied in a large scale (on
an IT perspective) and developing custorsentric data exchange models for flexible marketigasserving all
stakeholders (transmission system operators, distribution system operators, suppliers, flexibility providers, energy
service companies, etc.) and enabling data exchange across borders.

As an output of Task 5.3 within the BysFlex projecti KA & RSt A @S NI o fig8latadfBohdtididiionR S & O
and solutions for flexible energy systen$pecificallyTask 5.3 investigates the options for implementing massive
data exchanges, with appropriate data storage and data processing as redpiregdtensive use of flexibility
services, with increasing number of flexibility providereludingdecentralised generatiomnd prosumers). It
proposes solutions to enhance existing architectures and develop data exchange platforms in the energy domain
Some proposed solutions will be tested in the data exchange demonstrators in Work PackageQysfEN. The
objectives of Task 5.3 addressed in this deliverable report are as follows:

A. Identification of technical requirements for the data exclyas based on the use cases from Task 5.2
(e.g. requirements relating to data exchange, storage and processing volume, time constraints, security and
privacy) and comparison of existing solutions (such as ENT8@ & ht 59 ¢ FYR yIFGA2)
platforms) regarding the identified requirements;

B. Elicitation of applicable methodologies arlg dataframeworks for effective data exchange, data
storage and processing of streaming and historical data, and estimation of resources and costs;

C. Condileration of massive data analysis tasks essential for the success of flexibility services, e.g.,
guantifying the reliability of service delivery of technologies and solutitavill be crucial to characterize

the extent to which flexibility service priaders deliver the response they have contracted to provide;
prediction of availabilities and quantities of flexibility servigaswill be necessary for the system operators

to know how much flexibility will be available; estimation of missing grid nreasentsc e.g. due to outages

or meter failures; data exchange optimization between DSO and TSO for flexibility benefits calculation;

D. Implementation and demonstration of some of the above data exchange, data storage and data
processing functionaligis required for the success of crdssrder and crossector demonstrations with
WP9, adhering to the requirements of volumetry, time, security, privacy.

The identified requirements, elicited methodologies and new functionalities for data exchangestatatgesand
data processing contribute to formulating the flexibility roadmap for the European grid.

2 Data is considered to be bigath in the moment when it becomes difficult to process it with traditional information technology systems
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1. BIG DATARAMEWORK

Main section authorsRiccardo Benedetti (AKKAhilippe Szczech (AKKA), Florentin Dam (AKKA)

| 1.1 ABSTRACT

The purpose of this chapter tise identification of a list obig datacomponents or frameworks fulfilling the set of
requirements linked to the data exchanges, and more broadly to the data management, needed for supporting
flexibility services.

The study starts with the analysistbe requirements to determine the 3&key concepts: Volume, Velocity and
Value, meant respectively to answer the following questionsat is the amount of dataWhatis the minimum
processing rateWhat are the business issues to solvBased on the awers, it is possible to outline the main
features of the requested components. It has been figured out that they cover all the requirements of a complete
big datasystem:ingestion, storage, processing, querying, governance and seduoityeach requiremnt, a set of
pre-selectedbig datacomponents is reviewed and compared, and one of them is finally selected to privilege the
advancedstate-of-the-art and opensource component. The study concludes with the design dfigadata
architecture based on thambdaarchitecturalpattern and the chosen components.

Thebig dataarchitecture designed in this chapter represents an example of a highly scalable anbliralit
system, intended to handle the faster increasing data volume encountered in the gieity domain.

1.2 INTRODUCTION

121 AIM

Big data framework hereafter aims at identifying soméig data frameworks fulfilling a set of technical
requirements regarding data exchange apig datatopics. It is related to the following statement of the EU
SysFlex mject DoA: ¢Elicitation of applicable methodologies armg data frameworks for effective data
SEOKIy3Sz RIGE &02N)r3S |yR LINROSaaAy3dI 2F &AGNBI YA
requirements The mentioneddbig dataframeworl€ expressio has been interpreted as a set of technical
components or specific tools implemented to address the needs ofhilgedata domain. In the following
paragraphsthe termscobig dataframeworké and ébig datacomponent are used indifferently.

The output of ths workis a selection obig datacomponents and a reference architecture combining all of them
into a consistent IT system.

1.2.2 CONTEXT

This chapteiis linked toldentification of technical requirementaork of Task5.3 (see Chapter 2.1) The latter
provides the list of technical requirements to be used for the elicitation of lifge dataframeworks. Those
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requirements come mainly from the various daachangesystem use cases @hskb.2, which gives the context
for their interpretation. Each requirement comes withsights on the volumeand types of data which could be
encountered in WP9 denmstrators where theyill be implemented.

This reportis also tied to theCost of data exchangtor energy service provide(seeChapter 3). Indeed the big
data architecture designeavill be costed for the specific case of an aggregator which would deploy it to support
its various processes.

Finally, the results ahis workwill aso be used for the needs of WP9 demonstratby developing partially the

big dataarchitecture and by connecting this one to the demonstrators through the data exchange platform
Estfeed. The workelated toimplementationis done as part of theDevelopmentof a big datasystem for the
electricitymarketin Chapter4.7.

1.3 METHODOLOGY AND APRRB

1.3.1 OVERVIEW

The overview presents the course of main action that were perforimedrder to identify a set obig data
frameworks fulfilling the requirmentsprovided by thedentification of technical requiremenia Chapter 2.1

Firstly,requirements analysisvas conductedaccording to the 3 Vs criteria met in tiég datalandscape. More
precisely, his analysis has been conducted to answer the following questions:

1 Volume what is the amount of data thieig dataframework should be able to handle?

1 Velocity: what minimum processing rate should thég dataframework handle?

1 Value what business is® do the requirements refer @

Analysiswas completedwithin the Identification of the domain modeand the Identification of thebig data
features linked to these requirements, suchddata collectio, dprocessing, dquerying.

Secondlythe first lig of ITbig datacomponentswas selected whichould cover thebig datafeaturesidentified in
the first step and according to thaurent state-of-the-art of the big datadomain. This list has been refined to
take into account the different constraints meessed by the requirements to provide finally, for each
requirement, a set obig datacomponents which can enable its implementation.

Thirdly,the elicitedbig datacomponentswere gatheredin a reference architecture after having compared two
overall achitectural patterns: the Lambda and the Kappa aones

1.3.2 DISCUSSION ON INNOV@AN

This section inbduces the addedvalues ofbig datasolution and the specific characteristics of thadallenges
which can fall in thebig datadomain, selecting thdoig data technologies suitable for their resolutioffhese
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elementswere usedduring the requirements analysis in order to verify that they are linkedhigalataproblem
but also to help the selection of the most benefida datacomponents.

CHARACTERIICS OFB\G DATAROBLEM

What is abig dataproblem?In a broad sense, data is considered tobg datain the moment when it becomes
difficult to process it with traditionaihformation technologysystems.

Abig dataproblem is also recognized whdrinivolves one or all of these characteristics:

1 High volume interpreted as the size of the amount of data which is massive in calsigy afata usually
involving datasets of terabytes to petabytes.

$§ High velocity a characteristic related to streaming datit refers to the capability to handle fast streams
in order to limit the loss of information.

9 Highvariety: a capability to manage different types of data such as structured (e.g. tables in relational
databases), senstructured (e.g. XML or JSON) andstructured data (e.g. data logs) as well as
unstructured data represented in many formats including text, images, videos, audios.

WHAT CAMIG DATSOLUTIONS DO? WHARE THE POTENTIANBEITS?
The adoption of abig data solution leads to several befiess which implicitly solve many nefunctional

requirements that are hard to get over with traditional solutions. The main benefitbaf datasolution are:

Flexibility

The term flexibility refers to the ability to handle heterogeneous data formadifibnally, data have always

been stored in a welktructured database where each instance had to respect a fixed schema. The added value of
big datais the capability of managing also unstructured data, which nowadays are becoming even more
widespread, ad perform on them higtspeed data transformation.

Scalability

The most populaibig data platforms, such as Hadoop and Spark, offer the possibility to scale efficiently.
Comparing to traditional SQlatabase, potential growth of data does not undermine @malytical performance,
thanks to thepossibility of adding additional nodes (workets)he cluster.

Realtime computation

Big dataoffers the possibility to perform redlme computation. While some tasks do not necessarily need for a
fast result andso they can be easily managed with traditional batch approaches. At the same time, other tasks
such as anomaly detection, reactivaotification systems and redime prediction may dependon the
responsiveness of the system.
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Machine learning

Modern Machire Learning applications, in particular Deep Learning, rely on a vast dataset. In order to be able to
manage these volumes of data, it might be necessary to have a working parallel cluster on which to perform
machine learning obig dataor for big computdasks.Big datasolutions offer this capability.

Break data locality

Whereas traditionally storage systems used to deal with conventional tapes and disk driysscdpluata
locality), nowadays, there & migration towards distributed and diét-tolerant cloud systems. I6ud technologies
provide a sort of abstracted data locality because the user can access the data as they reside in his file systen
even though they are physically spread over the network.

Since this transition is not final yet and manyusions still rely on the traditional approach, the goalbdd datais
not only to provide support for the cloud but also to fill the gap between traditional storage anegeexaration
storage.

Merge data silos

A data silo is a collection of informatioor data storage, in an organization which is isolated and not easily
accessible. Removing data silos can facilitate the retrieval of the right information in a reasonable time and
reduce the costs of eventual duplicate.big datg this is accomplishedybgathering all data in a single central
data warehouse.

TABLA.1LIMITS OF TRADITIBNICT SOLUTIONSBIS DATAOLUTIONS

TheWig datalproposal

Storage cost and compex scalability Distributed Storage

The approach used in the traditional systenthis shared big datacomponents likelie Hadoop Distributed File

storage based commonly on technologies such as Storag
Area Network (SAN) or Network Attached Storage (NAS).
limitations arise when the volume of data starts to increas
leadingto OPEX or CAPEXSts.

System (HDFS) provides a Hig¥el distributed storage whe
the cost per GB significantly drops. This solution also proy
data replication in order tamprove the availability and
implement the faulttolerance mechanism.

Enterprise hardware and software licensing

In term of scalability, the cost of proprietary hardware can
burdensome. As the organizations grow, the consequent
hardware adaptation canecostly for what concern both
software licenses and physical resources.

Off-the-shelfhardware and software opersource

Hadoop allows building a higterformant distributed
infrastructure based owff-the-shelfhardware(i.e. common
IT componentbroady used, interchangeabléhstead of
enterprise hardwareand thiswith a more reasonable cost.
Similarly, the pricing to scale a Hadoop cluster is significal
cheaper respect a proprietary cluster.

Moreover, the building of &ig datasystem can be based
completely free and opesource components.

Organizational complexity
Term complexitynearsthe difficulties in administrating

Administrative simplicity
The common Hadoobig datainfrastructure is very intuitive
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massive modular architectures, which are often based on
integration of many different heterogeneous tools. Such
administraton typically requires a multitude of competenci
such as system administrators, DBASs, application server
teams, storage teams, and network teams

and allows to managehbusands of distributed data nodes
with just one administrator.

Skimping on data quality

Traditional systems usually try to improve the performanc
pre-aggregating data and filtering in order to reduce the
volume to analge. This approach inevitablgdds to loss of
information which can impact negatively on the resulting
accuracy and confidence.

Boost the data quality

Data stored in HDFS can be eaaitglysedwith high
performantbig dataprocessing tools. There is no more nej
for pre-processingand so the data remain atomicasist. It
increases the possibility of finding correlation and so prod
more accurate results. In addition to that, the time for dats
loading in a Hadoop solution is lower.

Moving Data to the Programs

Traditional solutias based in relational databases rely on
static applications in which data must be loaded and
transported to them. Data transportation has to take care
network bandwidth limitations which can often represent g
potential bottleneck.

Moving Programs to tk Data

Hadoop solution exploits parallel computatidbata in HDFS
are spread over the disks, and the applications on each
one in parallel. limplies that the application move to the
data and not vicesersa. It is also no secret the benefit of
paralld programming over the sequential paradigm.

LMITS OF CURRENT ARICHITECTURE

In addition to the benefits mentioned before, another reason to encourage the transition towaldg data

solution can be even more evident by highlighting the limits of tiiaelitional IT architecture. It also describes

how abig datasolution would overcome these limitations.

BIG DATAUNCTIONALITIES

This paragraph describes the standard featuresoentered in a genergburposebig dataarchitecture. It also

precise somedrms, definitions and concepts frequently used in tig datalandscape. Besides, it is mentioned,

as well as the technical components traditionally used to implement the mentioned features.

TABLHE.2BIG IATAFUNCTIONALITIES

Example of ICT components

FEATURE SUBFEATURES DESCRIPTION )
supporting the feature
The set of frameworks used for collecting and | Apache Kafka, Apache Flume,
transferring data from different sources. A RabbitMQ, Apache ActiveMQ
BROKER broker allows buffering the data coming from | Artemis
INGESTION different kind of loT sources in order not directl
to access them.
The set of frameworks used for ingesting data| Apache Sqoop, Apache Kafkgpache
INTEGRATION ) L 9 9 p doop p' e
which reside in heterogeneous sources. Nifi, Apache Gobblin
The process or action of transforming a given | Hadoop MapReduce, Apache Spark|
BATCH amount of previously collected data within a Apache Tez, Apache Flink
PROCESSING ) )
single job.
STREAMING The process or action of transformiageat Apache Spark (Spark Streaming AP
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Example of ICT components
FEATURE SUBFEATURES DESCRIPTION )
supporting the feature
time stream of incoming data through a steady] Apache Kafka (Kafka Streams API),
job. Apache Storm, Apache Samza,
Apache Flink
The set of traditional databases for storage an{ MySQL, PostgreSQL, SQLite
RELATIONAL X
retrieval of strutured data based on SQL syntd
) Hadoop File System (HDFS),
The set of databases for storage and retrieval
NO-SQL MongoDB, Apache HBase, Apache
unstructured data.
STORAGE CouchDB, Apache Cassandra
The set of modernlatabasemanagement MariaDB
systemdesigned to providatomicity,
NEW SQL Y i g. .p .y )
consistency, isolation and durabilipyoperties
and NOGSQL performances.
The process or action of verifying the identity ¢ Kerberos protocol, Apache Snort,
AUTHENTICATION a user or process (proving or shogisomething | Apache Knox
to be correct, genuine, or valid).
The process or action of verifying if an Apache Ranger, Apache Knox,
AUTHORIZATION authenticated user or process has the rightto | Apade Sentry
access a specific resource.
GOVERNANCE _ _
The process or action of ddentify data by ARX
SECURITY ) i i ]
ANONYMIZATION removing or masking any personal information
in order to accomplish the GDPR.
The data management tool which enables an | Apache Atlas
organization to ensure that high data quality
GOVERNANCE ) .
exists throughout the complete lifecycle of the
data.
The branch of Artificial Intelligence based on tl| scikitlearn, Apache SpamdLLib,
MACHINE LEARNING optimization of mathematical models in order t{ Apache SystemML, Weka
extract knowledge from a set of data.
ANALYTICS

DEEP LEARNING

A subset of Machine Learning algorithms that
concern the usage of models based on neural
networks.

TensorFlow + Keras, PyTorch, DL4]

VISUALIZATION

MONITORING

The set of tools which provide a usfeiendly
interface to show analytical results, charts and
performance indicators.

Kibana, Elastich Search

OLAP QUERIES

The set of frameworks to perform interactive
and fast queries on massive multidimensional

Apache Dirill, Apache Druid, Apache
Kylin,Pentaho BI

DEVELOPMENT

data.
QUERYING - — - - — -
Transactional queries in relational DBs with AQ (functionality integrated with all
OLTP QUERIES properties relational DBMS, see ACID
properties)
Technology which allows managing, through aj AWS Cloud, Microsoft Azure, Googl
CLOUD remote server, a pool of hdware and software | Cloud, IBM Cloud, OpenStack
resources. The service is usually offered by a
INFRASTRUCTU A -
provider, through subscription.
The set of invariant physical components Nvidia GPU, Graphcore, Mythic, Inte
HARDWARE (computers, processors, storage media, GPUs| Core processor Family, Kingston SS
which compose a data processing system.
Set of tools used for AGILE team development Git, Anaconda, Jupyter Notebook,
OTHER COLLABORATION &

Spyder, Apache Zeppelin,af¢on
Studio, IntelliJ Idea
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1.4 RESULTS AND CONCLWMSIO

141 RESULTS

REQUIREMENTS ANABYSI

EUSYSFLEX DOMAIN MQDE

One result of the requirement analysis is fldentification of the systems mentioned by the requirements as well
as the principal data flows occumg between them. It results in the schema below, which includes graphically
represented elements with the description of the most critical requirements.
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Requirements
visualization

Meter Meters

€A A
S/ (&)

Meter data

Sub-meter Meters .
hub Devices

2+ sub . .
= = Flexibility platfarm

Application

Application

Application ...
Ei - . : l.l

Market data
hukb

Ei-

Grid data hub

Note: in this schema, green typography is used for functional requirements andeddr techrgal requirements.
FIGURE.1 EUSYSFLEMASK 5. DOMAIN MODEL OF IDHRIEIREQUIREMENTS
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IDENTIFICATION ORREESTEBIG DATAEATURES

One objective of the requirements analysis was kthentification of thebig datafeatures (taken fronirablel.2
big datafunctionalitieg referred by the requirements. In essence, the following features have been identified:

1 Data ingestionit is mentioned mainly in th&UC Dat Collectiorand by some requirements &UC Data
Transfer, SUC DESTADA data exchange, SUC Flexibility activation, SUC Flexibility baseline, SUC Flexibil
bidsandSUC Sulmeter data;

9 Data storageiit is a feature often implicit in some requirementslbeging to Data Collection, e.§UC
Data Collectiomnd SUC Sulmeter data;

9 Data analyticsit comes from the requirements GUC Flexibility predicti@amnd SUC Flexibility baseline;

9 Data processingfor batch processingit refers to requirements inSUCAggregate dataand SUC
Anonymize dataand forreaktime processingto some requirements related to the Flexibility Platform,
like SUC Flexibility activation, SUC Flexibility basehid&UC Flexibility bigs

1 Data Querying:it emerges from all those regements aimed to make information available to data

owners and external applications different SUCs;
1 Data Governance & Securityt comes from requirements of thBUC Authentication of data use&JC
1 00Saa LismaMgemehtin@SUEatalogs

e O o
9 COLLECTION (EROKER) ANALYTICS
E - PREDICTION & & &
STORING +  ANOMALY DETECTION
-+ STRUCTURED DATA - VISUALIZATION (FLOTS, 'I Application
((( ))) - UNSTRUCTURED DATA REPORTS) .‘@ L
I +  SEMI-STRUCTURED DATA
QUERYING PROCESSING (BATCH | .\@l Application
+  OLAP (INTERACTIVE USER STREAM | REAL-TIME)
@ QUERIES) +  CLEANING 'l Aoplicati
N - OLTP (TRADITIONAL 5QL) . TRANSFORMATION .‘[ﬁ pplication
- AGGREGATION
T ANONYMIZATION L .“@I Application
“@I GOVERNANCE & SECURITY
Possible data sources:
applications, data hubs, - Data consumers: applications,
sensors, humans, R ST human, database, DEP, ...
databases, DEP, ...

FIGURR.2 IDENTIFIEBIG DATAEATURES

This list of features represents the centraference point to select théig datacomponents which can better
support the ELBysFlex system use cases.
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VELOCITAND VOLUME ASSESSNVEN

The previous sections have provided some valid qualitative motivationsoméiywould need &ig datasolution.

In this sectiona qualitative estimation of the probleris proposed Theldentification of technical requirements
Chapter2.1 provides information about the volume and the velocity which could be encounterethe context

of the WP9 demodor each requirementA few of these requirements will be developed concerning the elicited
big dataframework All the individual figuresvere added ugo get the maximum constraints in terms of volume
and velocity theébig dataframework should facelhe traffic of data across the current platfonvas calculated

From each requirement was given the data velomtyB/s and from the latterwhich made it possible derive
an approximation of the volume needed per year (in TB).

Two different types of data exchangeere identified the one which concesihe ingestion aspect, where the
data from the source are gaghed into the data hubs, and the one which involves the traffic across thegDdE®
Exchange Platform)

TABLA.3VELOCITY AND VOLUEETIMATION OF BYSFLEX WP9 NEEDS

Velocity (MB/s) Volume (TB per year)
MCP B N pHAN B

From data sources to data hubs:

Grid data (SUC DC) cn Mdnn
Meter data (SUC DC) pp MT NN
Market Data (SUC DC) pn MC NN
Through the DEP: pn B H MT A1 §
Between DER &R SCADA 1300 & d
(SUC DEB@\DA) N
Between data hubs, data owner & applicatiot n MC TN
(SUC DT)

Sharing security logs

(SUCEOGS)W ° °© b ®p
Sharing authentication info & access

permissions non-significant non-significant

(SUC AUTH & SUC AUTHZN)
Flexibility baselines

non-significant non-significant

(SUC FB)

Flexibility bids non-significant nonrsignificant
(SUC FBIDS)

Flexibility activations non-significant non-significant
(SUC FA)

Flexibility verifications
(SUC FVERIF)

non-significant

non-significant

Flexibility predictions

(SUC FVERIF)

non-significant

non-significant

The estimations from the table would be useful to prove the minimum hardware capabilities required to handle

one year of data, especially in terms of memory, with the currentiggcture. It is esential to point out that
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manybig datatechnologies rely on data replication to support fatdterance. Therefore, for thbig datasolution

storage capabilitieshould be providedignificantly highefrom the ones mentioned in the taéb.

In conclusion, the magnitude of the values shown in the tablproof that abig datasolution is required to

address thddentification of technical requirementgven just on the level of WP9 demonstrators.

THE IST OF THEELECTHRIG DATAOMPONENTS

Table 1.4 presens the big dataframework selected after the requirement analysis. The rationale and the

complete description of those components are in #enex! ¢ big dataframeworks Supplementary information

about components Those components could be used to implement the diffeteichnical requirementsdetails

regarding this point are iAnnexl.

big datafeature
Data Ingestion

TABLR.ALIST OF THE SELBEIE IATACOMPONENTS

Selectedbig datacomponent
Apache Kafka

What is?
A general publisisubscribe based messaging systs
(Broker)

Apache NiFi

A data flow manager between software systems

Data Storing

Apache HDFS

A distributedfile system designed to run on
commodity hardware

MongoDB

A consistent and fauliolerant nonrelational
storage system

Apache Cassandra

An available and faulblerant nonrelational
storage system

Batch data processing | Apache Spark A unified analyits engine fobig dataprocessing
Stream data processing| Spark Streaming A Spark library specific for nesraltime processing
Data Querying Apache Hive A SQHike data warehouse software running over
HDFS
Apache Dirill A distributed SQL query engifar dataintensive for

interactive analysis of largecale datasets

Apache Presto

A highperforming distributed SQL query engine

Data analytics

TensorFlow + Keras / PyTorch /
Deeplearning4j

Programming libraries for machine and deep
learning.

Data sectity

Apache Ranger

A framework to enable, monitor and manage
comprehensive data security across Hadoop

Apache Knox Gateway

A security perimeter for interacting with thaig data
platform through the REST APIs

ARX

Data anonymization tool to secure sétige
personal data.

cluster& resource
management

Apache YARN / Apache Mesos

Resource management and job scheduling
technology in the distributedig datacluster

Apache Zookeeper

A centralized service for providing configuration
information, naming, ynchronization and group
services over large clusters in distributed systems

Apache Oozie

A workflow scheduler system to manage Hadoop
batch jobs
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THEBIG DATAREFERENCE ARCHIURET

It is possible to putogether and interface thesbig datacomponentsin order to produce a system which can
serve multiple purposes related to the BBysFlex domain. In praadi this system could be partially or entirely
implemented at any business domaisu¢h assystem operator, market operatgrand be integratedvith the
already existing systems as well as in the new ones. This system could be interfaced with exaatnge
platform such a&stfeed.

FIGURE.3 REFERENCE ARCHITRET
On Figure 1.3 the final big dataarchitecture designed after having described and compared allbigedata
frameworks proposed to accomplish the tasks expressed by th8yEBlex requirements, in particulérconsiss

of a concrete solution dfigurel.2 introduced at the beginning of the chapter.

In contrast with the DEP, theig datasystem does not represent only a middleware for data exchange between
data sources, data owners and applications, but a solution to addiess ingestion, sbring, processing,
analysis, querying, security and governance in a large geographical scale

In order tocollect all the data generated from the external world (e.g. data sourmed market domain)an
ingestion layemwas proposed. It consisteaf a distibuted andhorizontally scalablecluster of Kafka brokers.
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